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Abstract—In this paper, we propose a time domain eye
blink artifacts rejection technique for single-channel elec-
troencephalographic (EEG) signals. Independent compo-
nent analysis (ICA) is most well-known method for re-
moving eye blink artifacts of multi-channel EEG signals.
However, there is no time domain eye blink artifacts rejec-
tion technique for the single-channel EEG signals. There-
fore, we propose positive semidifinite tensor factrization
(PSDTF) as new eye blink artifacts rejection technique of
single-channel EEG signals and investigate the validity of
PSDTF by direct comparison with ICA using signal-to-
noise ratio (SNR). The results represented SNR whose av-
erage value is 8.99dB between ICA and PSDTF in regard
to estimated artifact signals. For this results, we confirmed
the validity of PSDTF for eye blink artifacts rejection of
single-channel EEG signals in time domain.

1. Introduction

Electroencephalographic (EEG) signal processing has
recently been attracted in various fields of research. Neu-
romarketing and rehabilitation are included for the exam-
ples of research field [1] [2]. EEG signal is attributed to
a mixture of endogenous brain activities such as evoked
potential. Therefore, we can know the endogenous brain
activities by EEG signal processing.

In most measurements of EEG signal, a multi-channel
EEG device is used for measurement. The device can
measure extensive brain activities with a lot of electrodes.
However, it takes long to wear itself on the head of sub-
ject and gives him or her an oppressive feeling. A single-
channel EEG device can measure only one point of cortical
surface. For this constraint, it is worn easily and gives less
oppressive feeling than multi-channel EEG device. This
device has come to be used in the last 5 years [3].

An electrical activity of the levator muscle which con-
trols upper eyelid and is responsible for eye blinks, mixes
in EEG signals as artifact when we measure EEG signals
with either EEG device [4]. Eye blink artifacts make EEG
signal analysis difficult because an EEG potential is gener-
ally lower than the potential of eye blink artifact [5]. Fur-
thermore, eye blink artifacts absolutely mix in EEG signals
while a subject wears an EEG device with his or her eyes
open. Hence, removing eye blink artifacts from EEG sig-

nals is very important problem for getting brain activities
accurately.

Independent component analysis (ICA) is the most well-
known method for removing eye blink artifacts [6]. The
method can separate the problem of source identification
from that of source location. However, the drawback of this
method is that it entails preparing two or more electrodes
for getting meaningful informations. For this reason, ICA
is not able to be used to single-channel EEG signal analy-
ses.

In audio signal analysis, the source separation of single-
channel audio signals is considered a situation similar to
the above-referenced situation. Positive semidefinite ten-
sor factorization (PSDTF) can factorize a set of positive
semidefinite (PSD) matrices into the fewer PSD basis ma-
trices for time domain separation of single-channel audio
signals [7] [8]. We assumed that if eye blink artifacts basis
matrices were acquired, we can get only EEG components
from measured single-channel EEG signals by removing
the artifacts bases in time domain.

Therefore, in this paper, we investigate the validity of
PSDTF for eye blink artifacts rejection of single-channel
EEG signals. 14 EEG and 1 vertical electrooculographic
(EOG) signals are recorded from a subject who blinks ev-
ery 3 s according to metronomic sounds, because we need
the results of ICA as target and learning data. PSDTF with
two step learning method is performed to reject eye blink
artifacts using measured single-channel EEG (Fp1) signals
and reconstructed EEG signals by ICA. The results of our
proposed method are compared with the results of ICA to
investigate the validity of PSDTF for eye blink artifacts re-
jection in time domain.

2. Source Separation

This section aims to explain the source separation meth-
ods in the context of this paper.

2.1. Independent Component Analysis

Independent component analysis (ICA) is effective
source separation method where the courses of the sources
are independent, and the number of sources is the same
as the number of electrodes. Removing eye blink arti-
facts using multi-channel EEG signals and vertical EOG
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signals with ICA is well-known [6]. The multi-channel
EEG signals are decomposed into temporary independent
components as many electrodes. The independent compo-
nent which is the highest correlation with the vertical EOG
signal in all the independent components, will be removed
from measured EEG signals as eye blink artifacts.

2.2. Positive Semidefinite Tensor Factorization

A positive semidifinite tensor factorization is a time do-
main source separation method [7] [8]. Given a three-mode
tensor X = [X1, ..., XN] ∈ RM×M×N , where M and N are the
width of samples and the number of samples in the dataset.
Each slice Xn ∈ RM×M is a real symmetric positive semidef-
inite (PSD) matrix.

PSDTF can approximate each PSD matrix Xn by a con-
vex combination of PSD matrices {Vk}Kk=1 (K basis matri-
ces).

Xn ≈
K∑

k=1

hk,nVk = Yn, (1)

where hk,n ≥ 0 is a weight at the n-th slice. It can be rewrit-
ten by following equation,

X ≈
K∑

k=1

hk ⊗ Vk = Y, (2)

where ⊗ indicates the Kronecker product.
For finding a good approximate factorization, we use a

log-determinant (LD) divergence [9] which is based on a
Bregman matrix divergence [10].

CLD(Xn|Yn) = − log |XnY−1
n | + tr(XnY−1

n ) − M. (3)

This divergence is always non-negative and is zero if
and only if Xn = Yn. The LD divergence repeats the
following multiplicative update rule to minimize the cost
function CLD(X|Y) = ΣnCLD(Xn|Yn) and to estimate H =
[h1, ..., hK] ∈ RN×K and V = [V1, ...,VK] ∈ RM×M×N .

hkn ← hkn

√
tr(Y−1

n VkY−1
n Xn)

tr(Y−1
n Vk)

. (4)

Furthermore, we acquire the following equation by let-
ting the partial derivative as for Vk equal to be zero.

Vk PkVk = Vold
k QkVold

k , (5)

where PSD matrices Pk and Qk are given by

Pk =

N∑
n=1

hknY−1
n , Qk =

N∑
n=1

hknY−1
n XnY−1

n . (6)

By using the Cholesky decomposition Qk = Lk LT
k , where

Lk is a lower triangular matrix, we can acquire the multi-
plicative update rule with regard to Vk.

Vk ← Vk Lk(LT
k Vk PkVk Lk)−1/2LT

k Vk, (7)

Figure 1: The average signals of measured Fp1, recon-
structed Fp1 by ICA, estimated artifact by ICA, and mea-
sured vertical EOG

where the positive semidefiniteness of Vk is satisfied.
This will enable to model the mixture signal consisting

of multiple basis signals which follows a Gaussian process
with a convex combination of the corresponding kernels.

3. Preparing Datasets

3.1. Biological Signal Measurements

In this paper, we used a multi-channel EEG device, g.tec
for measurements. The device recorded 14 EEG and 1 ver-
tical EOG signals with a sampling rate of 256 Hz.

The EEG signals were recorded from Fp1, Fp2, F3, Fz,
F4, T3, C3, C4, T4, P3, Pz, P4, O1, and O2 positions, re-
ferring to the international 10-20 system. The vertical EOG
signal was recorded as potential difference from upper and
lower right eye by using two disposable electrodes. The
reference and ground electrodes were set up on A1 and Fpz,
respectively.

3.2. Experimental Conditions

A male aged 23 years old participated in the experi-
ments. The subject was asked to sit on a chair and blink
every 3 s according to metronomic sound. The task was
performed 30 times. The subject received an explanation
of informed consent and permitted it prior to his participa-
tion.

3.3. Datasets

Through the experiments, we acquired 14 EEG and 1
vertical EOG signals. Total length of a signal is 95 seconds
(30 trials of 3 s and margin of 5 s).

Firstly, we performed ICA with all signals. By using
this method, we acquired reconstructed EEG signals which
has no eye blink artifacts and estimated eye blink artifact
signals. The signals appertaining to Fp1 were chosen for
applying PSDTF because most of single-channel EEG de-
vices can record only this point. The average signals of
measured Fp1, reconstructed Fp1 by ICA, estimated ar-
tifact by ICA, and measured vertical EOG are shown in
Fig.1. The estimated artifact signal by ICA (the blue line)
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Figure 2: PSD matrices from measured Fp1 (top), recon-
structed Fp1 (bottom right), and estimated artifact (bottom
left)

has an overlap with the measured Fp1 signal (the black
line). From this figure, you know the effectiveness of ICA.

Moreover, you know the signal caused by eye blink has
a periodicity like sine wave. We focus on the periodicity of
estimated artifact signal by ICA.

Secondly, we prepared PSD matrices for applying PS-
DTF. The matrices are calculated as Xn = xnxT

n from mea-
sured Fp1, reconstructed Fp1, and estimated artifact sig-
nals. The local signals {xn}Nn=1 were extracted by using
Gaussian window with a width of 768 samples (M = 768)
and a shifting interval of 96 samples (375ms). For this con-
ditions, 240 samples were acquired (N = 240) on a PSD
matrix. The 3 types of PSD matrices are shown in Fig.2.

Their diagonal components are equivalent to square
value of the signals in Fig.1 (Xn = xnxT

n ).

4. Two Step Learning

Our purpose is to decompose a given PSD matrix into
the sum of K PSD matrices. If only specific components of
Vk have the influence of eye blink artifacts, we can reject
the eye blink artifacts by using other components.

Therefore, we performed PSDTF with two step learn-
ing method. Specifically, we used the measured Fp1 and
the estimated artifact PSD matrices. The reconstructed Fp1
PSD matrix was not used in learning, however, this matrix
is managed as target (See Fig.2).

On the first step, the estimated artifact PSD matrix (X1)
was used to decompose into H and V. We defined these
matrices as H1st and V1st. The matrix V1st expresses X1
using its PSD matrices (K1).

On the secoFnd step, the measured PSD matrix (X2) was
used to decompose into H and V. We defined these matri-
ces as H2nd and V2nd. Usually, the components of V2nd have
no relation to the components of V1st because the initial val-
ues are set as randomly and updated by the multiplicative
update rules.

In this paper, the PSD matrix V1st was used as initial
value in the second step. Furthermore, the values were not

Figure 3: Estimated artifact PSDs by PSDTF (top line),
Reconstructed PSDs by PSDTF (bottom line)

updated by the multiplicative update rules. For this con-
straint, the matrix V2nd expresses the PSD matrix which
includes EEG components using its PSD matrices (K2).

Each PSD matrix V and their activations H were esti-
mated with K1 = 5, K2 = 5. The number of iterations was
200 in each step.

After these processing, the following equations were ap-
plied for getting reconstructed signal and estimated artifact
signal by PSDTF.

Reconstructed signal by PS DT F =

X2 ∗ w ∗ diag

 N∑
n=1

K1+K2∑
k=K1+1

h2nd k,nV2nd k

Y2nd n

 , (8)

Estimated arti f act signal by PS DT F =

X2 ∗ w ∗ diag

 N∑
n=1

K1∑
k=1

h2nd k,nV1st k

Y2nd n

 , (9)

where w indicates the Gaussian window. Y2nd n is given by

Y2nd n =

K1+K2∑
k=1

h2nd k,nV2nd k . (10)

The comparison method is signal-to-noise ratio (SNR).

S NR = 10log10
S
N
, (11)

where S is the variance of estimated artifact signal by ICA
and N is the variance of estimated artifact signal by the
proposed method. Therefore, we can say that good approx-
imation could be achieved if the value of SNR is high.

5. Results and Discussions

5.1. Separation of PSD matrices

The result of source separation in each step is shown in
Fig.3. We noticed that the elements of matrix V1st (V1 ∼
V5) were high value in the center of elements which skirt or
are the diagonal elements. On the other hand, all elements
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Figure 4: The reslts of PSDTF and ICA

were low value in the matrix V2nd (V6 ∼ V10). From this
figure, good approximation was achieved by using PSDTF
with two step learning.

We used the results of ICA on the first step. Therefore,
it is necessary to investigate whether the estimated artifact
basis matrix V1st can be substitute for others in our future
works. The basis matrix might come to be eye blink arti-
facts rejection filter if the basis matrix have generality.

5.2. Eye Blink Artifacts Rejection

The results of PSDTF and ICA is shown in Fig.4. The
results of ICA (the blue and red lines) are identical with the
lines which are in the Fig.1.

The average of SNR was 8.99dB between ICA and PS-
DTF in regard to the estimated artifact signals. The accu-
racy of PSDTF depends on the number of iteration. In this
paper, we defined the value as 200, however, higher accu-
racy will be obtained as the number increases.

Waveforms generated by eye blink doesn’t necessarily
shape the same because it was based on the movements of
eyelid. Therefore, adequate basis matrix V1st and activation
matrix H2nd will be needed for eye blink artifacts rejection
of single-channel EEG signals in time domain.

6. Conclusions

In this paper, we investigated the validity of PSDTF for
eye blink artifacts rejection of single-channel EEG signals.
14 EEG and 1 vertical EOG signals were recorded from
a subject who blinks every 3 s according to metronomic
sounds. PSDTF was performed to reject eye blink artifacts
using single-channel EEG (Fp1) signals and reconstructed
EEG signal by ICA. The results represented SNR whose
average value is 8.99dB between ICA and PSDTF in re-
gard to the estimated artifact signals. For this results, we
confirmed the validity of PSDTF for eye blink artifacts re-
jection of single-channel EEG signals in time domain.
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