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Abstract—This paper proposes to incorporate an era-
sure code into epidemic-style broadcast in a wired network,
aimed at improved performance. The idea is to encode
a broadcasting message with an erasure code and then to
broadcast each of the encoded blocks using an epidemic
protocol. Analytical and numerical results of the stochastic
properties of the proposed approach are presented.

1. Introduction

Epidemic-style broadcast (a.k.a gossip) has recently
gained popularity as a potentially effective solution for dis-
seminating information in large-scale applications in dis-
tributed settings [2, 5, 9]. Aimed at improving perfor-
mance, this paper proposes a new epidemic-style broadcast
technique which uses an erasure code.

The essential characteristic of epidemic-style broadcast
is that information exchanges occur between sender nodes
and randomly chosen receiver nodes. Information is dis-
seminated throughout the system by multiple rounds of
such communication. A node is said to be infected if it
has already received the message.

This proactive use of redundant messages provides a
means to ensure reliability in the face of failures. Also, the
epidemic protocols are scalable: it is shown that the load
on each node increases only logarithmically with the size
of the network [6, 8]. Due to these properties, the epidemic
protocols have been used in various contexts, such as repli-
cated databases [1, 4], distributed failure detection [11], or
distributed information management [10].

Since epidemic-style broadcast does not ensure that a
message reaches all nodes, its performance is usually eval-
uated with respect the probability that a node receives a
broadcast message. The receiving probability and commu-
nication efficiency are in a trade-off relationship: if each
node selects more nodes to infect, then the receiving prob-
ability increases but the amount of incurred traffic also in-
creases.

The proposed protocol aims to alter or, if possible, im-
prove this trade-off relationship. The outline of the new
protocol is as follows: When initiating a broadcast mes-
sage, the original message is encoded, using an erasure
code, into n blocks such that the original message can be
decoded from any k out of the n blocks. Then each of
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initiate broadcast of m:
send m to f randomly chosen nodes;

when a node p receives a message m:
if (p has received m for the first time)

p sends m to f uniformly randomly chosen nodes;

Figure 1: Ordinary epidemic protocol

the n blocks is disseminated using ordinary epidemic-style
broadcast. Because of these distinguishing traits, the trade-
off exhibits different characteristics from the original epi-
demic protocol. Later we will show when the new protocol
exhibits better performance.

2. Epidemic-Style Broadcast

2.1. Basic Protocol

Figure 1 shows the protocol of the basic epidemic-style
broadcast. In this protocol when a node initiates broadcast,
the node sends the message to f randomly selected nodes.
Message dissemination is carried out as follows: upon re-
ceiving a broadcast message for the first time, the node p
randomly selects f nodes and forwards copies of the mes-
sage to all these selected nodes. The value f is usually
referred to as fanout.

We let π( f ) denote the probability that a node receives
a broadcast message when the ordinary epidemic protocol
is used with the fanout set to f . If receiver nodes are uni-
formly randomly chosen from all the nodes and if the net-
work size is large, then we have the following fixed-point
equation [6]:

π( f ) = 1 − exp−π( f )∗ f

Now let us discuss the total communication cost c in-
curred by broadcasting one message. Assuming that the
cost incurred by unicasting a single message is 1, we define
c as the total number of messages used for broadcasting a
message. Since every infected node sends f messages, we
have:

c( f ) = π( f ) ∗ f
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initiate broadcast of m:
encode m into n blocks M1, · · · ,Mn using an erasure code;
for each block Mi;

send Mi to f randomly chosen nodes;

when a node p receives a message Mi:
if (p has received Mi for the first time)

Add Mi to Received;
p sends Mi to f uniformly randomly chosen nodes;
if (|Received| = k)

decode m from Received;

Figure 2: Epidemic protocol using an erasure code

3. Proposed Approach

Erasure codes are usually used in some forms of forward
error correction. Well-known erasure codes include Reed-
Solomon and Tornado codes. An erasure code transforms
a message into a longer message with n blocks, such that
the original message can be recovered from any k blocks of
these n blocks. We assume that we have an optimal erasure
code such that the size of each encoded block is 1/k of the
original message.

Figure 2 shows the protocol of the proposed epidemic-
style broadcast. The outline is as follows: The originator
of a broadcast message uses an erasure code to encode the
message into n small messages. Then the node dissemi-
nates each of the n messages using the ordinary epidemic
protocol. The receiver node can decode the original broad-
cast message if it receives any k different messages of the n
messages.

The probability that a node receives a broadcast message
is given by the following equation.

πk,n( f ) =
n∑

i=k

(
n
i

)
π( f )i(1 − π( f ))n−i

Let ck,n( f ) denote the communication cost incurred by
broadcasting one message by the proposed protocol with
fanout f . Note that the size of each message is now 1/k
of the original message. Thus we assume that the message
cost caused by unicasting an encoded block is 1/k. (Re-
call that we assume that the cost caused by forwarding an
original message is 1.) Consequently we have:

ck,n( f ) = n ∗ c( f ) ∗ 1
k

= n ∗ π( f ) ∗ f ∗ 1
k
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Figure 3: The probability of not being infected (1−π( f ), 1−
πk,n( f )) as a function of fanout f
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Figure 4: The probability of not being infected (1−π( f ), 1−
πk,n( f )) vs communication cost (c( f ), ck,n( f ))

4. Numerical Results

Figure 3 shows how the probability of not receiving a
broadcast message decreases as the fanout increases for the
two different protocols. The probability rapidly reaches 0
as the fanout increases.

We omit the graphs that depict communication cost as
a function of the fanout, because the cost increases almost
exactly proportionally to the fanout. This can be explained
by the fact that all parameters except f and π( f ) are con-
stants in the formulas of c and ck,n and that π( f ) is very
close to 1 as shown in Figure 3.

Figure 4 depicts how the two protocols trade off the per-
formance and the communication cost. The horizontal axis
represents the communication cost, while the vertical axis
represents the probability of failing to receive a broadcast
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message. A point in the graph represents the values for
both measures when the fanout is fixed.

As shown in Figure 4, these two protocols exhibit dif-
ferent performance-cost relationships. When communica-
tion cost is small, the ordinary epidemic protocol exhibits
slightly better performance than the new protocol. On the
other hand, if the communication cost exceeds around 5.0,
the erasure code-based protocol shows better performance.
The two cases (k, n) = (2, 4) and (k, n) = (3, 4) exhibit al-
most the same performance-cost relationship.

5. Optimization Using Network Coding

This section presents an optimization technique for the
proposed erasure code-based protocol. The optimization
uses network coding [7]. Network coding refers to a
scheme where coding is done at the interior nodes in the
network, not only at the sender and receivers.

The idea of the optimization is as follows: When a node
forwards a broadcast message, if that message is the first
message that the node received, then the node simply for-
wards it, just as in the protocol of Figure 2. Otherwise, that
is, when the node has had more than one message, it for-
wards, instead of one of the n blocks, a linear combination
of the blocks over some finite field.

For example, suppose that we use k = 2 and that node
p and q already have received blocks M1 and M2, respec-
tively. Now suppose that another node r had received M1
and just has received M2. Then r forwards a linear combi-
nation of M1 and M2, instead of M2. If p and q receive r’s
message, both can decode the original message using the
new message. Note that this is not the case if r sent M2, in
which case only p could decode the original message.

The application of network coding to epidemic informa-
tion dissemination has already been studied in, for exam-
ple, [3], although in very different contexts.

6. Conclusion

This paper discussed the applicability of an erasure
code to epidemic-style broadcast protocols. Numerical
results show that the proposed technique can alter the
performance-cost trade-off. These results also suggest that
the erasure code-based epidemics can be more effective
than the ordinary approach when permissible communi-
cation cost is relatively high. The difference is, however,
somewhat subtle and thus it seems too rushed to conclude
that the proposed approach is superior. For further im-
provement we introduced an optimization which uses net-
work coding. The analysis and evaluation of this optimiza-
tion are left for future work.
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