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Abstract—Recently, algorithms for accurate matrix
multiplication have been developed by the authors. A main
characteristic of the algorithms is to exploit level-3 BLAS
routines, which can be highly optimized in terms of execu-
tion time. In the algorithms, error-free splitting for floating-
point matrices is the key technique. In this paper, the im-
provement of error-free splitting is focused on. It is shown
that the accuracy of matrix products can be improved by
the modified error-free splitting, compared to the previous
one.

1. Introduction

This paper is concerned with accurate matrix multiplica-
tion. Floating-point arithmetic is performed very fast by re-
cent architectures. On the other hand, since a significand of
a floating-point number is finite, floating-point arithmetic
may cause rounding errors on each arithmetic operation.
If rounding errors accumulate, an inaccurate result may be
output. To overcome this problem, there are following pos-
sibilities:

• multi-precision library [2, 3]
• mixed-precision library [7]
• accurate dot product or summation algorithm [4, 5, 6,
8]

Recently, we have developed new and accurate algorithms
for floating-point matrix multiplication [1]. These mainly
use functions supported in BLAS (Basic Linear Algebra
Subprograms). It is known that the performance of the
function for a matrix product in such BLAS is nearly peak,
for example GotoBLAS2, Intel Math Kernel Library, AT-
LAS and so forth. Our algorithms can receive much benefit
for optimization and parallelization from the BLAS. When
our method requires 3 matrix products for obtaining an ap-
proximate result, then accuracy of a result by new error
splittings is better than that of a pure-floating result.
For obtaining an accurate result, the key techniques of

our algorithms are error-free splittings for floating-point

matrices. We develop an another variant of the error-free
splittings. As a result, the accuracy of the computed result
is improved, compared to the previous algorithm. Finally,
numerical results are presented to illustrate the efficiency
of the proposed algorithms.
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