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Abstract—We suggest an adaptive control tech-
nique for stabilizing saddle type unstable steady states
of dynamical systems. The controller is composed of
an unstable and a stable high-pass filters operating in
parallel. The mathematical model is considered an-
alytically and numerically. The conjoint controller is
sufficiently robust to time latencies in the feedback
loop. In addition, it is not sensitive to the damping
parameters of the system and is relatively fast. Exper-
iments have been performed using a simplified version
of the electronic Young-Silva circuit imitating behav-
ior of the Duffing-Holmes double-well oscillator.

1. Introduction

The problem of stabilizing unstable steady states
(USS) is of great importance in nonlinear dynamics,
especially in its engineering applications. Classical
control methods require as a reference point the coor-
dinates of the USS. In many practical cases the loca-
tion of the USS is either unknown or it may slowly vary
with time. Therefore adaptive, reference-free methods,
automatically locating the USS are preferable.

The simplest adaptive technique for stabilizing USS
is based on derivative controller. A perturbation in
the form of a derivative dx/dt derived from an observ-
able x(t) does not change the original system, since
it vanishes when the variable approaches the steady
state. This technique works well for oscillating systems
and has been applied to stabilize a laser [1], an elec-
trical circuit [2] and an electrochemical reaction [3].
Since the method requires differentiation it is rather
sensitive to high frequency noise present in the sig-
nal x(t). In addition, it is not applicable to control
nonoscillating states, e.g. to switch the system from
an originally stable steady state x0S to an USS, be-
cause dx0S/dt = 0.

Another adaptive method for stabilizing USS em-
ploys either low-pass [4, 5, 6, 7] or high-pass [8] RC
filters in the feedback loop. Provided the cut-off fre-
quency of the RC filter is low enough, the voltage ac-
cross the capacitor asymptotically approaches the USS

and therefore can be used as a reference point in the
proportional feedback. The method has been success-
fully applied to several experimental systems, includ-
ing electrical circuits [4, 5, 6] and lasers [7, 8].

However, the techniques using conventional filters
are restricted to only unstable nodes and unstable spi-
rals. They are unable to stabilize saddle type states
(USS with an odd number of real positive eigenval-
ues). To overcome this odd number limitation an un-
stable filter has been suggested by Pyragas et al. [9]
and demonstrated to stabilize saddle points in several
mathematical models [9, 10, 11] also in experiments
with electrochemical oscillator [9, 10] and Duffing-
Holmes type electronic oscillator [11].

A challenging problem in practical application of
various types of dynamical controllers are unavoidable
latencies in the feedback control loops [12, 13, 14, 15,
16], especially in fast experimental systems. In partic-
ular, the unstable filter controller, as we show later,
is extremely sensitive to parasitic phase lag. Latency
decreases the range of feedback gains over which con-
trol is achieved. Eventually longer latency times can
totally destroy the control algorithm and give rise to
various undesirable instabilities. In time-delay dynam-
ical systems this problem can be overcome by choosing
a proper point in the system for applying the feedback
[17]. Unfortunately, this nice idea seems to be not
applicable to other dynamical systems. A straightfor-
ward way to fight the latencies in general is to insert a
signal predictor [18] in the feedback loop, compensat-
ing parasitic time lag. However, electronic signal pre-
dictors are rather complicated devices requiring fine
tuning of the circuit elements.

In this paper, we suggest to use two filters in paral-
lel, namely an unstable RC filter and a stable RC filter
to stabilize saddle type USS, to overcome the problem
of latencies in the feedback loop.

2. Mathematical Model

Let use consider a dynamical system is given by

ẍ + bẋ + F (x) = 0. (1)
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or in a more convenient form

ẋ = y, (2)

ẏ = −F (x) − by. (3)

Here b is the damping coefficient, F (x) is a nonlinear
function (in general unknown). The system has at
least one steady state (x0, y0) = (x0, 0). Here x0 is
found from an algebraic equation F (x0) = 0. In the
case

dF

dx
x=x0

≡ F ′(x0) < 0 (4)

the steady state (x0, 0) is a saddle. Let us apply an un-
stable filter based controller taking into account pos-
sible latency (inertia) in the feedback loop:

ẋ = y, (5)

ẏ = −F (x) − by + z, (6)

u̇ = ω1(u − x), (7)

τ ż = k(u − x) − z. (8)

Here k is the control gain, ω1 is the cut-off frequency of
the unstable filter, Eq. (8) represents in the simplest
form the latency effects characterized by normalized
time lag τ . To check the stability properties we lin-
earize Eqs. (5-8) around the steady state:

ẋ = y, (9)

ẏ = −F ′(x0)x − by + z, (10)

u̇ = ω1(−x + u), (11)

τ ż = k(−x + u) − z. (12)

and analyze its characteristic equation. If the latency
is neglected (τ = 0) the characteristisc equation reads:

λ3 + (b − ω1)λ
2 + (k − 1 − bω1)λ + ω1 = 0. (13)

Here and further we assume F ′(x0) = −1 to avoid
cumbersome coefficients (in the case of the Duffing–
Holmes type nonlinear function F (x) = −x + x3 and
x0 = 0 the ’−1’ is an exact value). For τ > 0 the
characteristic equation becomes more complicated:

λ4 + (b + 1/τ − ω1)λ
3

+ (b/τ − 1 − bω1 − ω1/τ)λ2 (14)

+ (k/τ − 1/τ + ω1 − bω1/τ)λ + ω1/τ = 0.

In order to find the threshold kth and the opti-
mal kopt control gains we have solved Eq. (13) and
Eq. (14) numerically (Fig. 1a,b). General view of the
(a) and (b) plots looks very alike, however detailed
insets reveal quite different features. In plot (a) for
k > kth ≈ 1.1 all the Reλ are negative indicating stabi-
lization of the saddle point. The optimal feedback gain
providing the fastest control is kopt ≈ 1.3. However
the convergence is very slow, given by Reλ ≈ −0.003.

Figure 1: Real parts of the largest eigenvalues versus
the control gain k1 for b = 0.01. (a) from Eq. (13)
with ω1 = 0.001, (b) from Eq. (14) with ω1 = 0.001,
τ = 0.007, (c) from Eq. (26) with ω1 = 0.3, τ = 0.007,
ω2 = 7, k2 = 17. The set of the control parameters,
ω1, ω2, and k2 is somewhat arbitrary and empirical.

While in plot (b) the largest Reλ is positive. Thus,
even small time lag of only τ = 0.007 << 1 destroys
the stabilization.

Now we introduce in parallel to the unstable filter a
stable high-pass filter:

ẋ = y, (15)

ẏ = −F (x) − by + z, (16)

u̇ = ω1(u − x), (17)

v̇ = ω2(x − v), (18)

τ ż = k1(u − x) + k2(v − x) − z. (19)

Here v is the dynamical variable of the stable filter,
ω2 is its cut-off frequency. Linearization about the
initially unstable steady state yields:

ẋ = y, (20)

ẏ = −F ′(x0)x − by + z, (21)
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u̇ = ω1(−x + u), (22)

v̇ = ω2(x − v), (23)

τ ż = −(k1 + k2)x + k1u + k2v − z. (24)

The corresponding characteristic equation with the
same assumption of F ′(x0) = −1 for τ = 0 reads

λ4 + (b + ∆ω)λ3 + (b∆ω − ω1ω2 + k − 1)λ2

+ (−∆ω − bω1ω2 + ω2k1 − ω1k2)λ

+ ω1ω2 = 0. (25)

Here ∆ω = ω2 − ω1, k = k1 + k2. For τ > 0 the
characteristics equation becomes the 5th order one:

λ5 + (1/τ + b − ∆ω)λ4

+ [b/τ + (1/τ + b)∆ω − ω1ω2 − 1]λ3

+ [(b/τ − 1)∆ω − (1/τ + b)ω1ω2 + (k − 1)/τ ]λ2

+ [(1 − b/τ)ω1ω2 + (ω2k1 − ω1k2 − ∆ω)/τ ]λ

+ ω1ω2/τ = 0. (26)

Numerical solutions of Eq. (26) are presented in
Fig. 1c. In contrast to the plots (a) and (b) the plot
(c) clearly exhibits deep negative Reλ above threshold
gain kth ≈ 1.8. The optimal gain value kopt ≈ 3.2
provides Reλ ≈ −0.4. We intentionally do not present
here the figure for zero latency from Eq. (25), since
the results coincide with the plot (c) within 0.5%.

3. Experiment

Circuit diagram is shown in Fig. 2. An electronic
Duffing-Holmes type oscillator is composed of the ele-
ments OA1, R1...R3, R, L, C, D1, and D2. It is a sim-
plified version of the Young-Silva oscillator [19], used

Figure 2: Nonlinear circuit with a controller. R1 =
R2 = R3 = R6 = R7 = R8 = R9 = R11 = R12 =
R15 = R16 = R17 = 10 kΩ, R4 = 100 kΩ.

to demonstrate stabilization of saddle [11] by means of
Pyragas’ method. The rest of the circuit in the feed-
back loop is a controller. The OA2 stage is a buffer.
The OA3 and OA4 stages are an unstable and a sta-
ble first order high-pass filters, respectively. The OA5
based inverting adder conjoints the both filters. Fi-
nally the OA6 stage is an invertor. The control gains of
the two filters are given by k1 = (R7/R8+1)(R15/R13)
and k2 = (R11/R12 + 1)(R15/R14). Note that the
OA3 stage is a negative impedance converter. It intro-
duces in the circuit negative resistance R− (in the case
R6 = R7 the R− = −R8), thus making the filter unsta-
ble. The normalized cut-off frequency of the unstable
filter is ω1 =

√
LC/|R∗|C1 whith R∗ = −R8||R5 =

−R5R8/(R5−R8). While the normalized frequency of
the stable filter is simply ω2 =

√
LC/R10C2. Location

of the unstable steady state can be varied by means
of the external voltage source V ∗ via resistor R4. The
following circuit elements have been used in the ex-
periment: L = 19 mH, C = 470 nF, R = 2 Ω. ω0 =
1/

√
LC = 104 s−1, ρ =

√

L/C = 200 Ω, damping
parameter b = R/ρ = 0.01. R5, R10, R13, R14, C1, C2

are adjustable values and are specified in the caption
to Fig. 3. The operational amplifiers OA1...OA6 – are
the op07 type integrated circuits, the diodes D1 and
D2 are the 1N4148 type devices. The S1.1 – S1.2 is an
electronically operated double switch, used for closing
the feedback loop.

1V

10 ms

0

1V

10 ms

0

Figure 3: Experimental control of the Duffing-Holmes
oscillator; R5 = 20 kΩ, R10 = 1.4 kΩ, V ∗ = 0. Top:
unstable filter only; C1 = 5µF (ω1 = 0.001), R13 = 12
kΩ (k1 = 1.7). Bottom: conjoint filter; C1 = 15 nF
(ω1 = 0.3), R13 = 5 kΩ (k1 = 4), C2 = 10 nF (ω2 = 7),
R14 = 1.2 kΩ (k2 = 17). Upper traces in both photos
is the output of the oscillator, lower traces are the
control signals taken from the OA6.
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The unstable controller (Fig. 3,top) fails to stabilize
the unstable steady state, but gives rise to periodic os-
cillations as predicted by Reλ > 0. While the conjoint
controller (Fig. 3,bottom) robustly switches the sys-
tem from a stable steady state to an originally unstable
one. The control force vanishes after short transient.
We note, that double filter technique for stabilizing
steady states has been described in [20], where the
both filters are the second order Wien-bridge circuits.
Thus, the overall controller is a fourth order system.
Moreover, the filters are stable ones, therefore are not
applicable to stabilize saddles.
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