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Abstract—Privacy-preserving biometric authentication is get-
ting attractive. Recently, a not only privacy-preserving but also
fast scheme has been proposed which is preferable for the
real system. However, we point out that it has a flaw that an
attacker can be authenticated with high probability. In this paper,
we propose a secure practical packing-based privacy-preserving
biometric authentication scheme which reduces the attack success
rate. Our authentication scheme consists of three phases. At
the first phase, the challenge feature vector is verified by the
previous Hamming distance-based verification. In order to handle
this vulnerability, we propose two more verifications which we
call partial comparison and shift-then-inner product schemes. By
combining three verifications, our scheme is secure against several
attacking strategies. We evaluate the attack success rate, the true
positive rate and the false positive rate with an iris dataset. As a
result, we show that our proposed scheme can significantly reduce
lower the attack success rate than the false positive rate while
suppressively decreasing the true positive rate.

I. INTRODUCTION

The authentication is utilized so as to prevent a malicious
user from impersonating a legitimate user. Especially, the
biometric authentication is getting attractive since users neither
need to remember the password nor carry a physical object
such as an IC card. The biometric authentication uses the bio-
information, e.g., iris, fingerprint and palmprint. However, the
bio-information is sensitive and must be securely stored so
that the usable situation is limited to a local system, e.g., intra
company. In order to get rid of this limitation and to make the
scheme work in the cloud system, privacy-preserving biometric
authentication schemes that use homomorphic encryption have
been extensively proposed, e.g., [1]–[3]. Here, homomorphic
encryption is the encryption scheme where arithmetic opera-
tions can be calculated over a ciphertext. We show authen-
tication phase in privacy-preserving biometric authentication.
Firstly, the bio-information is translated into a binary code
which is called a feature vector by irreversible conversion [4]–
[6]. Secondly, each element in a feature vector is encrypted
with homomorphic encryption. A prover is successfully au-
thenticated if and only if the Hamming distance between an
enrolled and challenge feature vectors.

Although many authentication schemes have been pro-
posed, a scheme proposed by Yasuda et al. is not only privacy-
preserving but also fast which is an important feature required
in authentication [7]. They proposed the practical packing
method which translates a n-dimensional feature vector into
a polynomial and encrypts it with homomorphic encryption.
As a result, the number of encryption is reduced to one from
n where a number of elements in a feature vector.

However, this scheme has a security issue that an attacker
can be authenticated to arbitrary users with high probabil-
ity. If a0 = 1 and b0 = n/2, the Hamming distance is
n/2 + n/2 − n = 0 < threshold, so that an attacker can
succeed in an attack. Unfortunately, the authentication system
cannot check whether the elements of feature vectors are
either 0 or 1 because they are encrypted. That is to say, the
conventional scheme is strong against an attack with a binary
vector, however, it is weak against an attack with a forged
vector. Recently, In [8], Mandal et al. proposed a challenge-
response authentication mechanism and add this scheme to [7].
Nevertheless, the scheme needs certificate authorities. Izu et
al. proposed a scheme to detect whether each element satisfies
either 0 or 1 [9]. However, the scheme cannot be adapted to
the scheme [7] because the method calculates each element.
Therefore, it is important to propose a fast and secure privacy-
preserving biometric authentication scheme against such an
attacker.

In this paper, we propose a secure privacy-preserving
biometric authentication scheme which reduces the attack
success rate. Our authentication scheme consists of three
phases. At the first phase, the challenge feature vector is
verified by the previous Hamming distance-based verification.
In order to handle this vulnerability, we propose two more
verifications which we call partial comparison and shift-then-
inner product schemes. This modification is secure against the
above attacker, though it is vulnerable against another forged
feature vector. However, this attack can be avoided at the
Hamming distance-based verification at first step. Since the
attacker cannot attempt several attacking patterns in a time,
attack success rate can be decreased. We evaluate the attack
success rate, the true positive rate and the false positive rate
with an iris dataset. We show that our proposed scheme can
significantly reduce the attack success rate without increasing
the false positive rate.

The main contributions of this paper are two folds: (1) the
vulnerability and its remedy in the conventional scheme are
shown. (2) we show that the proposed scheme can significantly
reduce the attack success rate without increasing the false
positive rate.

The organization of the paper is as follows: we show the
preliminaries in Section II. In Section III, we introduce the of
conventional scheme. In Section IV, the proposed scheme is
presented. In Section V, he performance evaluation is shown.
In Section VI, we conclude the paper.



II. PRELIMINARIES

In this section, we describe the system model, the attacker
model and the basic construction of a homomorphic encryption
used in the conventional and proposed schemes [10]. The
homomorphic encryption scheme is public key encryption
scheme and based on the polynomial LWE (Learning With
Error) assumption [11].

A. System Model

We describe the system model assumed the conventional
and proposed schemes. The model is valid when the feature
vector is binary vector and the probability of any element
that takes 1 is assumed to be 1/2. We assume three entities,
which are terminal T , computation server S, and decryption
server D. T is a device which can scan biometric information
of a client, and also translates and encrypts bio-information.
S stores encrypted bio-information and computes Hamming
distance in the encrypted state. D decrypts a computation result
and judges whether the authentication is successful.

B. Attacker Model

An attacker tries to pass the authentication by a forged
feature vector which consists of not only 0 or 1 but also large
numbers. In this system model, S cannot check the elements
of feature vectors are either 0 or 1 because they are encrypted.
An attacker can encrypt the forged feature vector, can send it
to the computation server S and can pass the authentication
only the biometric authentication.

C. Homomorphic Encryption

Parameters

n: n is the degree of a cyclotomic polynomial f(x) =
xn + 1 and is an integer of 2-power, which defines
the base ring R := Z[x]/⟨f(x)⟩, where :=, Z[x] and
⟨f(x)⟩ denote definition, polynomials over integer and
subgroup generated by f(x), respectively.

q: q is a prime number and satisfies q ≡ 1 (mod 2n),
which defines the base ring Rq := R/qR =
Fq[x]/⟨f(x)⟩ for ciphertext space, where Rq and Fq[x]
denote residue ring modulo q and polynomials over
finite field whose order is q, respectively.

t: t is an integer satisfying t < q and is used for a
plaintext space Rt := Ft[x]/⟨f(x)⟩.

σ: σ is a parameter of a standard distribution to define a
discrete Gaussian error distribution χ = DZn,σ .

Key Generation The decryption server D selects an ele-
ment s ← χ, and then sample a random element p1 ← Rq

and error e ← χ. s ← χ denotes that s is element which is
sampled from χ. D sets a public key pk := (p0, p1), where
p0 = −(p1s+ te) and a secret key sk := s.

Encryption With pk = (p0, p1) and three randomly chosen
elements u, f, g ← χ, the terminal T encrypts a plaintext m ∈
Rt as

Encpk(m) = (c0, c1)

:= (p0u+ tg +m, p1u+ tf) = ct, (1)

where ct denotes a ciphertext and Encpk(m) denotes that m is
encrypted with pk.

Decryption With a ciphertext ct = (c0, . . . , cξ) (note that
the homomorphic multiplication makes the ciphertext length
longer) and a secret key sk = s, D decrypts an encrypted
message m as follows.

Decsk(ct) = [ḿ]q mod t ∈ Rt, (2)

where Decsk(ct) denotes that ct is decrypted with sk and ḿ =∑ξ
i=0 cis

i ∈ Rq .

Homomorphic Operation Let ct = (c0, . . . , cξ), and ct′ =
(c′0, . . . , c

′
ξ) be two ciphertexts. S computes the homomorphic

addition +̇ as follows.

ct +̇ ct′ = (c0 + c′0, . . . , cξ + c′ξ) ∈ (Rq)
ξ+1. (3)

In addition, S computes the homomorphic multiplication ×̇ as
follows.

ct ×̇ ct′ = (ĉ0, . . . , ĉ2ξ), (4)

where each elements ĉi is computed as follows.

2ξ∑
i=0

ĉiz
i =

(
ξ∑

i=0

ciz
i

)
·

(
ξ∑

i=0

c′iz
i

)
∈ Rq[z]. (5)

III. CONVENTIONAL SCHEME

In this section, we explain the outline and a security issue
of the biometric authentication scheme proposed by Yasuda et
al. [7]. Firstly, the algorithm of the authentication phase with
the practical packing method is described. We then point out
the security issue of this scheme.

A. Algorithm

1) Setup Phase: In setup phase, a decryption server D
generates public and private key pair (pk, sk). In order for
a terminal T and a computation server S to use biometric
authentication, they receive pk from D.

2) Enrollment Phase: In enrollment phase, a client enrolls
its bio-information in the biometric authentication system. A
client enrolls its bio-information with the terminal T . T scans
client’s biometric information, e.g., iris, which is represented
as a feature vector A = (a0, a1, . . . , an−1), where ai ∈ {0, 1}
and i ∈ [0, n − 1]. It then transforms A into a polynomial
pm1(A) =

∑n−1
i=0 aix

i in ascending order, i.e., it translates
a n-dimensional feature vector into a polynomial,in order to
decrease the number of encryption from n to 2 or 3 for n-
dimensional feature vector. After that, It gets a packed ci-
phertext ctpack1 (A) = Encpk(pm1(A)) by encrypting pm1(A).
The detailed calculation method is described in the appendix.
It sends ctpack1 (A) to the computation server S. S enrolls
ctpack1 (A) as a client’s template.

3) Authentication Phase: In authentication phase, a client
attempts login with his/her bio-information. A client scans
his/her bio-information with the terminal T which is denoted
as B = (b0, b1, . . . , bn−1), where bi ∈ {0, 1} and i ∈ [0, n−1]
from the bio-information for authentication. It translates B into
a polynomial pm2(B) = −

∑n−1
i=0 bix

n−i in descending order,



and gets a packed ciphertext ctpack2 (B) = Encpk(pm2(B))

by encrypting pm2(B). It sends ctpack2 (B) to the computa-
tion server S to compute an encrypted Hamming distance
ctpack between the client’s template ctpack1 (A) and the re-
ceived ctpack2 (B). S sends ctpack to the decryption server
D to calculate Hamming distance dH(A,B) =

∑n−1
i=0 ai +∑n−1

i=0 bi − 2
∑n−1

i=0 aibi, by decrypting ctpack. It judges that
the authentication is successful if dH(A,B) is lower than
threshold θhd.

B. Merits and Security Issue

1) Merits: This scheme has two merits. The one is fast
calculation. If a n-dimensional feature vector is encrypted
with other schemes, e.g., [1], [3], as many as n encryptions
are needed. If contrast, if a n-dimensional feature vector
is encrypted with the practical packing method, only a few
encryption is needed. The other one is the authentication hardly
succeeds even if a template is stolen. Let us consider an
attacker that can steal ctpack1 (A) from the computation server
S. When an attacker sends it to S instead of ctpack2 (B) in the
authentication phase, the authentication fails with very high
probability since ctpack1 (A) is computed with feature vector
of ascending order, whereas ctpack2 (B) is computed with that
of descending order. In order to succeed the authentication, an
attacker needs to use not ctpack1 (A) but ctpack2 (A).

2) Security Issue: We discuss the security issue of the
conventional scheme. An attacker can acquire a public key pk
used in the biometric authentication system and access the cal-
culation server S. Moreover, since the biometric authentication
system needs to release the number of elements n, the attacker
knows the number of elements n as well. Therefore, an attacker
might be able to impersonate arbitrary users by sending a
forged feature vector. More specifically, an attacker creates
a forged vector B̃ = (b̃0, 0, . . . , 0), where b̃0 = β. Here, β
is the expected summation value of A. The attacker translates
B̃ into a polynomial pm2(B̃), encrypts this polynomial to
generate a ciphertext ctpack2 (B̃) and sends this ciphertext to
the calculation server S. The decryption server D calculates
the Hamming distance dH(A, B̃) as follows.

dH(A, B̃) =
n−1∑
i=0

ai +
n−1∑
i=0

b̃i − 2
n−1∑
i=0

aib̃i

=
n−1∑
i=0

ai + (1− 2a0)β

=


n−1∑
i=0

ai − β (a0 = 1).

n−1∑
i=0

ai + β (a0 = 0).

(6)

Here,
∑n−1

i=0 ai obeys a binomial distribution whose expected
value is n/2 because each element is expected to take 0 or
1 equally. Hence, if an attacker sets b̃0 = β be n/2, and
a0 = 1, the attacker can succeed in the attack since dH(A, B̃)
is approximately 0 and is always smaller than the threshold
θhd. Therefore, the attacker can approximately succeed to
be authenticated with the probability of 1/2 by using B̃. In

this case, the calculation server S cannot check whether the
elements of B̃ is either 0 or 1 since B̃ is encrypted.

IV. PROPOSED SCHEME

Here, we propose a secure privacy-preserving biometric
authentication scheme by introducing two modifications to the
conventional scheme. Our authentication scheme consists of
two phases. At the first phase, the challenge feature vector
is verified by the previous Hamming distance-based authen-
tication. In order to decrease the above attacker’s successful
rate, we propose two more verification phases which we call
“partial comparison” and “shift-then-inner product”. In partial
comparison scheme, only randomly chosen elements are used
for verification instead of entire vector every authentication.
In contrast, shift-then-inner product scheme is that an enrolled
feature vector is randomly shifted and then the inner product
is calculated with a challenge one. Both schemes are secure
against the above attacker, though it is vulnerable against an
attacker who attempts with B = (0, 1, 0, 1, . . .). However, this
attack fails in the first HD-based detection. An attacker is
hardly authenticated an attacker has to pass three verifications
which have different features. Hence, we propose and explain
the scheme which is strong against an attack with a forged
vector. The above problem comes from the fact that the
attacker sets a large number, e.g., β = n/2, in an attack vector.

A. Ideas to Reduce the Attack Success Rate

1) Partial Comparison: In our scheme, S verifies an at-
tempt feature vector by comparing the sum of partial elements
of feature vectors in order to reduce attacker’s authentication
success rate. When the number of division is d, the num-
ber of the partial elements is denoted as n/d. In order to
authenticate with randomly chosen n/d elements of feature
vectors every authentication, S generates a masking vector
C′ = (c′0, c

′
1, · · · , c′n−1), whose n/d elements are 1 and the

others are 0. In this case, an attacker needs to set not n/2 but
a smaller number so as to match the sum of partial elements
of feature vectors. The lower number of elements is used for
authentication, i.e., the larger d is, the lower attacker’s success
probability gets. However, if d is excessively large, e.g., d = n,
an attacker can succeed in the authentication if the first element
matches, i.e., an attacker can use B̃ = (β, 0, . . . , 0).

When we set d = 2, the sum of half elements of A is based
on binomial distribution whose mean value is (n/2)/2 = n/4.
On the other hand, the sum of half elements of B̃ is either
b̃0 = β or 0. For instance, if an attacker sets b̃0 = β =
n/2 so as to assume that the sum of all elements is used,
i.e., C ′ = C = (1, 1, · · · , 1), the difference between the sum
values is n/2− n/4 = n/4 and the attack will fail with high
probability. Accordingly, an attacker partitions b̃0 = β = n/2
into b̃0 = β/2 = n/4 and b̃1 = β/2 = n/4. Therefore, attack
success rate is reduced since an attacker needs both a0 = 1 and
a1 = 1 so as to pass the succeed in the attack. The attacker is
hard to succeed in an attack when it sets a smaller number, e.g.,
binary code. Moreover, the attack success rate can be reduced
by d = dattack ∗ 2 if we assume that an attacker partitions β
into dattack elements, where dattack is number of division by
attacker.



2) Shift-then-Inner Product: S calculates randomly shifts
an enrolled feature vector and calculates the inner product
between shifted and challenged ones so as to make the attacker
set a smaller number, e.g., binary code. In the case of a
legitimate feature vector, e.g., binary code, the expected inner
product value is n/4. On the other hand, if an attacker attempts
with B̃, the expected inner product value is 0. As a result, D
can judge that challenged feature vector is a legitimate vector if
it checks the inner product is about n/4 with threshold θsl and
θsh, where θsl is lower limit, and θsh is upper limit. A shifted
feature vector shows Bs = (bs+0 mod n, bs+1 mod n, . . .),
where s is shift value. In this case, an attacker needs to set
more elements as non-zero values so as to match the inner
product of a feature vector and shifted feature vector itself.

For instance, when an attacker attempts with B̃ =
(β, 0, 0, . . . , 0), the inner product of attack vector B̃ and
shifted attack vector B̃s = (0, 0, β, . . . , 0) is 0.

B. Algorithm

In this section, we only explain the method of authentica-
tion phase in our proposed scheme since setup and enrollment
phases are same as the conventional scheme.

The computation server S calculates the Hamming dis-
tance dH(A,B) as well as the conventional scheme. S
first verifies the attempted B by calculating dH(A,B). If
dH(A,B) > θhd, the authentication fails. Otherwise, S
verifies B by partial comparison and shift-then-inner product
scheme to detect whether B is an attack vector or not.
In partial comparison scheme, it prepares a masking vector
C′ whose n/d elements are 1 and the others are 0, and
a shift parameter −xs so as to get partial elements of A
and B, and inner product of B and Bs respectively. S
then calculates psum(A,B), which is the difference between
the sum of partial elements of feature vectors A and B by
ctpack1 (A)×̇ctpack2 (C′)+̇(−ctpack1 (C′)×̇ctpack2 (B)). By using
a masking vector C′, S can extract the sum of only randomly
chosen elements which are part of c′i = 1, where c′i are
elements of C′. In shift-then-inner product scheme, it also
calculates B · Bs, which is the inner product of B and
Bs by ctpack2 (B)×̇(ctpack2 (B)×̇ctpack2 (−xs)), and then sends
dH(A,B), the difference psum(A,B) and the inner product
B ·Bs to the decryption server D. By using a shift parameter
−xs, pm2(B) × (−xs) =

∑n−1
i=0 bix

n−i+s mod n which is
decrypted ctpack2 (B)×̇ctpack2 (−xs), so that S can extract a
shifted feature vector. D judges that the authentication is
successful if psum(A,B) is lower than θpsum and θsl ≤
B ·Bs ≤ θsh.

C. Security Analysis

We discuss the security aspect of our scheme. There are
three aspects, which are confidentiality, privacy, and security.
We then discuss the confidentiality which is defined as the
property that information is not disclosed to the unauthorized
entity, i.e., the computation server S. The computer server S
cannot learn any information about feature vectors as long as
the secret key sk is leaked out since all feature vectors are
encrypted. Therefore we can use the cloud as S for outsourcing
storage and computation resources.

We then discuss the privacy aspect. Privacy is the property
to protect the bio-information. Information about the original
data cannot be deduced even if the feature vectors are revealed
since the original data are transformed into feature vectors
by irreversible conversion. Moreover, the feature vectors are
encrypted. Therefore, the bio-information, i.e., identity theft is
very hard.

Finally, security is discussed. Security is the degree of
protection from attack. We discuss an attacker that can steal
ctpack1 (A). When an attacker sends it to S instead of ctpack2 (B)
in the authentication phase, the authentication fails with very
high probability due to packing methods. With respect to the
attack success rate, we discuss it in Section V.

V. EVALUATION

In order to show the efficiency of our scheme, we evaluate
the attack success rate Rattack, the true positive rate RTP
and the false positive rate RFP with an iris dataset. Rattack

denotes the ratio of the total number of attacker’s successful
authentication to the total number of impersonation attempts.
RTP denotes the ratio of the total number of legitimate user’s
successful authentication to the total number of login attempts
by him/herself. RFP denotes the ratio of the total number of
mistakenly authenticated to the total number of login attempts
by other person. The dataset is IITD Iris Database version 1.0
which consists of as many as 2, 240 iris images collected from
224 students and staff at IIT Delhi, New Delhi, India [12]. For
each person, totally 10 images (5 images from each eye) are
captured. These images are first translated to feature vectors
and then are masked with data in [13]. We use mask data [14]
to exclude non-iris pixels.

We show the simulation parameters in TABLE I. dattack
denotes the number of partition in attacker, i.e., an attacker
partitions β into dattack elements. The attacker can know d
value and can set dattack according to d. We heuristically
define the threshold of hamming distance θhd considering high
true positive and low false positive. Moreover, θpsum, θsl and
θsu are also heuristically set to achieve the highest RTP. The
value of elements β with an attack vector B̃ is (n/2)/dattack.

We assume three possible types of attacker. Attacker 1 tries
to impersonate a legitimate feature vector by using the same
number of elements expect 0. In order to do that, the attacker 1
generates B̃ = (b̃0, b̃1, . . . , b̃n−1), whose dattack elements are
b̃i = βdattack

, where i is dattack numbers from 0 to n − 1,
and the other elements are 0, and then tries authentication.
Attacker 2 tries to impersonate a legitimate feature vector
by using various number of elements since setting a big
number increases attack success rate in the case of Hamming
distance while setting a small number increases that of partial
comparison and random shift. In order to do that, the attacker 2
generates B̃ = (β/2, β/4, β/8, . . . , 1, 0, . . . , 0). Attacker 3
tries to impersonate a legitimate user by using only both
extremely big and small numbers to a feature vector. In order to
do that, the attacker 3 generates B̃ = (β/2, 1, . . . , 1, 0, . . . , 0).
However, it is an open question whether more sophisticated
attack exists.



TABLE I. SIMULATION PARAMETER

Name Data

Number of elements n 2048

Number of partitions dattack 2k (0 ≤ k ≤ 8)

Threshold of hamming distance θhd 697

Threshold of partial sum θpsum 697/d

Threshold of lower inner product θsl 460

Threshold of upper inner product θsu 565

Value of elements β 1024

Value of elements βd 1024/d

Number of elements βd d
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(a) three schemes individually (d =
dattack/2).
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(b) combining three schemes (d =
128).

Fig. 1. Rattack versus dattack against attacker 1.

A. Attack Success Rate Rattack versus dattack against At-
tacker 1

Fig. 1(a) shows the attack success rate Rattack versus
dattack in the case of d = dattack/2. We evaluate Rattack with
d = dattack/2 since Rattack is decreased when d > dattack.
In this figure, “HD”, “partial” and “Shift” denote that the
three types of schemes with only Hamming distance, i.e., the
conventional scheme, only partial comparison and only shift-
then-inner product, respectively. From Fig. 1(a), we can see
that as dattack for HD gets larger, Rattack gets lower. This is
because the attacker sets smaller numbers βd to an element
of B̃ when dattack gets larger. We then discuss the result
of Partial. From this figure, we can see that as dattack gets
smaller, Rattack gets lower. When dattack ≥ 128, the sum
of partial enrolled vector and that of partial attack vector is
almost the same due to the sum of less elements. For example,
if d = n, an attacker can succeed in the authentication by
matching only one element. We then discuss the result of
Shift. From this figure, we can see that as dattack gets smaller,
Rattack gets lower. In the case of larger dattack, the inner
product gets closer to n/4 since the elements of an attack
vector is small. As a result, an attacker has to select neither
too large nor too small dattack so as to succeed in the attack
with higher probability, in this case, the best strategy for an
attacker is to set dattack = 64.

We evaluate Rattack for the proposal which combines HD,
Partial and Shift and compare it with the conventional scheme.
In this evaluation, we set d = dattack ∗ 2 = 128 since
the attack success rate Rattack can be decreased by using

TABLE II. Rattack AGAINST ATTACKER 2 AND ATTACKER 3.

Scheme Value

Rattack of attacker 2 10−6.05

Rattack of attacker 3 10−7.35

RFP 10−4.69

20 21 22 23 24 25 26 27 28
0.95

0.96

0.97

0.98

d

R
T
P

proposed conventional

Fig. 2. RTP versus d.

d > dattack = 64. When d gets excessively larger, the attacker
can easily succeed in the authentication so as to decrease
elements with partial comparison. Fig. 1(b) shows the attack
success rate Rattack versus dattack in the case of d = 128.
There is only one plot (dattack = 20) of conventional scheme
since the conventional scheme does not use partial feature
vectors. We compare Rattack with the false positive rate RFP
since if Rattack is lower than RTP, it is better for an attacker
to use another person’s feature vector B for impersonation.
Therefore, if Rattack is lower than RTP, we show that our
proposed scheme is secure system. From Fig. 1(b), Rattack of
the proposed scheme is always lower than RFP. As a result,
our proposed scheme can make the attack success rate Rattack

lower than the false positive rate RFP.

B. Attack Success Rate Rattack against Attacker 2 and At-
tacker 3

TABLE II shows the attack success rate Rattack against
attacker 2 and attacker 3. We compare Rattack with the false
positive rate RFP so as to show that an attack scheme with B̃
is less effective than the other person’s feature vector B. From
TABLE II, Rattack is lower than RFP. As a result, our proposed
scheme can make the attack success rate Rattack lower than
the false positive rate RFP. Therefore, our proposed scheme
is effective since an attack scheme with the other person’s
vector B is higher attack success rate compared with the attack
scheme with an attack vector B̃ we assume.

C. True Positive Rate versus d

Fig. 2 shows the true positive rate RTP versus d. There is
only one plot (d = 20) of the conventional scheme since the



conventional scheme does not use partial feature vector. From
Fig. 2, we can see that RTP is a constant value when d ≤ 26.
In contrast, when d > 26, RTP gets worse. If d is lower, RTP
does not decrease since our scheme can compare the sum of
more elements. On the other hand, if d is larger, psum(A,B)
is larger than θpsum even if A and B are same person’s feature
vectors since our scheme compares the sum of less elements.
Moreover, we set d > dattack so as to decrease Rattack. As a
result, we can say d = 128 is the appropriate choice.

VI. CONCLUSION

We have proposed a secure practical packing-based
privacy-preserving biometric authentication scheme by adding
two schemes to the conventional scheme. We solve the security
issue of the conventional scheme by introducing the second
verification phase called shift-then-inner product.. We have
evaluated the attack success rate, the true positive rate and the
false positive rate with an iris dataset and have shown that our
proposed scheme achieves the attacker’s success rate 10−5.31,
10−6.05 and 10−7.35 against different attackers and both satisfy
the required rate 10−4.69.

APPENDIX
COMPUTING HAMMING DISTANCE IN A CIPHERED STATE

we show how to compute dH(A,B) without decrypting
A and B. The computation server S can calculate the inner
product of A and B.

ctpack0 = ctpack1 (A) ×̇ ctpack2 (B)

= Encpk(pm1(A)× pm2(B))

= Encpk(−(a0b0 + · · ·+ an−1bn−1)x
n + . . .)

= Encpk(−(A ·B)xn + . . .). (7)

The decryption server D can obtain the inner product A ·B
by decrypting the encrypted multiplication ctpack0 .

Decsk(ct
pack
0 ) = A ·B + . . . , (8)

where xn = −1 in Rt.

In the above authentication phase, from the inner prod-
uct calculation method, the computation server S calculates
dH(A,B) by using a feature vector C = (1, 1, . . . , 1), whose
elements are all 1.

ctpack = ctpack1 (A) ×̇ ctpack2 (C) +̇ ctpack1 (C) ×̇ ctpack2 (B)

+̇ (−2ctpack1 (A) ×̇ ctpack2 (B))

= Encpk(−(A ·C +C ·B − 2(A ·B))xn + . . .)

= Encpk

(
−
(n−1∑

i=0

ai+
n−1∑
i=0

bi−2
n−1∑
i=0

aibi

)
xn+. . .

)
= Encpk(−(dH(A,B))xn + . . .). (9)

The decryption server D can obtain the Hamming distance
between A and B by decrypting the encrypted multiplication
ctpack

Decsk(ct
pack) = dH(A,B) + . . . , (10)

where xn = −1 in Rt.
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