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Abstract—We consider packet-based communicatiomommunication in typical networks, and describe the two
networks using minimum distance routing strategy, antypes of networks under study, nameabgalefree networks
compare the tif@ic performance of dierent types of net- andrandom networks. In Section 3, we present the per-
works, namely, scalefree and random networks, in ternfsrmance comparison of the two network types in terms of
of drop probability and transmission delay. Moreover, wgacket drop probability and transmission delay time, un-
show that contrary to intuition, the minimum-distance routder the minimum-distance routing algorithm. From numer-
ing strategy can lead to sub-optimal information transmideal simulations, we clarify the relative advantages of the
sion performance. two types of networks. Furthermore, we study tffeet of

minimum-distance routing on the ffic performance and
identify the condition under which the minimum-distance

1. Introduction routing loses its presumed advantage.

The advent of digital networked technologies in the past
two decades has greatly facilitated the generation, trand- Communication Network Operation
mission, processing and sharing of information among peo- o ) )
ple in different parts of the world. The resulting highly con- ©OUr main aim in this paper is to study theéeets of net-
nected community has played an important role in enhan®/TK structure on the performance of packet-based com-
ing efficiency of many operations in commerce, businesg\unlcano_n, which is widely us_ed in pract|_ce. _One typical
government, education, and public services. The reliabf@mPple is the Internet. In this communication network,
and dficient transmission of information is pivotal to the0deS are routers or computers and a connection lisia

healthy growth of our networked communities. The Wa);hat joins two nodes together. pata or information is pre-
ented as packets and transmitted through connections in

in which people (or information sources and destination%]
are connected can be described hyeavork, and the net- the network. In order to analyze the performance of packet-
’ based communication, we need to build an operation model

work structure determines hovfigient information can be X
shared and transmitted within the network. In our stud{P describe the network data fiia.

here, we distinguish the structure of a network in terms of )

the statistical distribution of the degrees of the nodekén t 21+ Operation Model of Network Data Traffic

network. In particular, we will focus oscalefree networks  |n, this network, there are two kinds of nodes: hosts and
andrandom networks in this paper. routers. Hosts refer to the nodes that can generate and re-
Digital transmission has proven to be dfeetive mode ceive packets, anwuters can only store and forward pack-
of communication, and one common way of transmittingts. The density of hosjs is the ratio of the number of
digital information is to send “packets” from sources tohosts to the total number of nodes in the network, and in
destinations via specific routes in the network [1]. Thushis paper, we sgt = 0.1. The hosts are randomly dis-
the routing method alsoff@cts the transmission perfor- tributed in the network. Packets are created by the hosts and
mance. In this paper, we study th@eets of network struc- sent through the links one step at a time until they reach the
ture on the performance of packet-based communicatiogestinations. Also, each node in the network hasféebu
and in particular we will compare the scalefree and randomfie bufer size for node beingB(i). Then, the data tféc
networks in terms of some selected performance paramgperates as follows:
ters, such as packet drop probability and transmission time
We show that when a minimum-distance routing algorithm 1. Packet Generation: At each time step, new packets are
is adopted, the scalefree networks and random networks generated by hosts. The average number of generated
show relative advantages undeffeient conditions. Fur- packets by a host, nodegis 4;, which is defined as the
ther, contrary to intuition, minimum-distance routing doe generation rate of node When a packet is generated,
not necessarily lead to optimal performance and increased its destination is randomly chosen from other hosts.
traffic congestion can be resulted under certain conditions. ~ The newly generated packets are put at the end of the
In Section 2, we explain the operation of packet-based buffer of that host.

This work is supported by Hong Kong Research Grants Couh@ P~ 2- .Packet Trqnsmission: Th_e transmission. rate for node
Fellowship Scheme PF09-03614. i per step iss. At each time step, the firgt pack-

-60 -



=0

ets of each node are forwarded to their destinations b 1
one step according to the routing algorithm. The rout- 0.9t
ing algorithm adopted here is the simple minimum- osl

distance routing algorithm. sl

3. Packets Dropped: If the total number of packets react 06
ing one node is larger than its fber, the outstanding X o5}
packets are dropped or destroyed. 04l

031

4. Packets Released: Packets already arrived at their de

tinations are released from theftar. 0.2y 7/ scalefree network, y=3|]
01f ! — - — random network
2.2. Network Topolo ol . . . .
p gy 0 2 4 6 8 10

Performance comparison is made here between tw. B

kinds of networks, namelgandom andscal efree networks. ) .
The random network is a well-known network model profigure 1. Average packet drop probabilfy versus gen-
posed by Erdos and Renyi [2], which is constructed as fofration ratel. Buffer size for node s B(i) = 2.

lows. In a network withN nodes, we connect each pair of

nodes with a proba_bilit;p. If N is large gnough., the total 3. Performance Comparison

number of connections in the network is a variable whose

mean ispN(N — 1)/2, and the degrees of the nodes follow sing the network model described above, we build the
a Poisson distribution [3], i.e., scalefree and random networks. To compare these two
g network structures, we consider two communication per-
P(k) = <>—e’ (1) formance parameters, namely, packet drop probability and
ki transmission time. We define tipacket drop probability
wherek; is the degree of nodg and(ky = p(N — 1) = of time stept, denoted byPq(t), as
pN is the mean value df;. Since each pair of nodes are o
connected with equal probability, the random network is a py(t) = number of dropped packets in time step 3)
homogeneous network in which most of the nodes’ degrees number of generated packets in time sttep
are aroundpN. However, recent research has shown that
many real-world networks, including many communication
networks, are heterogeneous networks with a power |
degree distribution [4]:

Thetransmission time for packeti, denoted byt (i), is
3 fined as the number of time steps it takes to arrive at the
destination from the source.
In this model, larger drop probability or longer transmis-
-y sion time means higher congestion level in the network.
Pl ~ k™ @) The simulation -
parameters are set as follows. The num
wherey is the characteristic exponent. Such networks arger of nodesN = 1000, the mean value of node degree
called scalefree networks. Equation (2) indicates that in(k) = 7.9, the transmission rate per time step 2, and the
the network, while a small number of nodes have a largeuffer size for each node is given by
number of connections, most other nodes have very few

connections. To construct the scalefreee network, we adopt B(i) = ux K’ 4)
the Barabasi-Albert (BA) growth model here [4]. The al- . o
gorithm for constructing a BA network is as follows: wherey is set as 2. Thus, fg# = 0, the bifer size is 2 for

all nodes, and fg8 > 0, the nodes with higher degrees have
1. The starting pointis a network ok nodes connecting larger bufers. Furthermore, all the hosts in the network
one another. At each time step, one new node is add@édve the same packet generation rateshich is varying
to the network and is connected to othmrexisting from 0 to 10.
nodes, withm < m,. In our simulation, we observe that the networks reach
. . steady state after about 200 time steps. Thus fiicgs to
2. In choosing the nodes to which a new node connecte the average packet drop probability between 1000 to

ngdei will bg'selected to connect with the new nOde1500 time steps as the average steady-state drop probabil-
with probability P; = ki/ X K;.

ity, i.e.,
After t time steps, the network h&s= t + my nodes and - 0
mt links. Numerical simulations indicate that the degree Pq = 500 Z Pa(t) ®)
distribution of the network follows a power law with= 3, t=1001
e, P(k) ~ k2. wherePy is defined as the average packet drop probability.

-61-



Pd

0.45

0.4r

0.35f

0.3f

0.25f

0.2

0.15f

0.1f

0.05F

B=0.8

scalefree network, y=3

random network

10

scalefree y=3

B=1 random network
0.2 ‘ ‘ 40 : : ;
018} scalefree network, y=3 —B=0
' —— random network 35F| ——p=0.2
0.16 —pB=0.4
307 B=0.6
0.14 6-0.
0.12f 257
£ 04f 20}
0.08 15l
0.06
101
0.04 /
J
- 5
0.02F ,
o 0
0 2 4 6 8 10 0 2 4 6 8 10
A A
(b) (b)

Figure 2: Average packet drop probabily versus gen- Figure 3: Average transmission tirfieversus generation
eration ratel. Buffer size for nodéis B(i) = 2 (k)’, where rate, for (a) scalefree network, and (b) random network.
(@B =08, (b)s=1. Buffer size for nodé B(i) = 2 (k)?, for 8 from O to 1.

For the calculation of average transmission time, W&herefore, with all nodes having the samefbusize, the
choose 1000 successfully arrived packets after reachég thygrers of some high-degree nodes are fisient, whereas
steady state, and track their status from their generadion fhe piffers of most low-degree nodes are rarely used. How-
arrival. Then, the average transmission time of the arrivegler, in the random network, due to its homogeneousity, the
packets is given by traffic load is more uniformly distributed for all the nodes.

1000 Figure 2 shows that for both scalefree and random net-
T=— ZT(i +m), (6) Wworks, asg increases, the average packet drop probabil-
1000 4 ity under the same network setting will decrease. When
WhreT( 1) s ne ansmsson e of e (2 O, e e sl vl - 08
arrived packet, andhis a constant to ensure that the (n)-
th arrived packet is generated in the steady state.

network, especially under high ffa intensity.
Figure 1 compares the average drop probabifyver-

To ensure a fair comparison of the two kinds of net-
sus the generation rafen scalefree and random networks,WorkS’ the total bfier sizes of scalefree and random net-
with buffer set to 2 for all nodes, i.68,= 0. Here, the ran-

works with the samg should be nearly equal, and this has
dom network has a lower average drop probability, esp

?bﬁeen confirmed in our simulatioAsHowever, we observe
cially when the generation rate is relatively low. This fdésu atnetworks with larger liter sizes for high degree nodes
can be reasoned as follows. In the scalefree network, noor(Te1

i@ht not have advantages in transmission time. As shown
with a h.igher degree are ChO_SGﬂ as rou_ters with a higher i ger size has a cost implication. Thus, networks of equéiiebu
probability, and the tridic intensity of them is much higher. sizes can be compared more fairly.
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Figure 5: Average packet drop probabili versus the
percentage of random routing in scalefree network. The
average generation rate of hogtequals 5.

random routing on the performance of the scalefree net-
work. Fig. 5 shows that, for the scalefree netwdl will
improve with a relatively small amount of random routing.
However, as the percentage of random routing continues
to increasePy will eventually increase and become even

03r) — _ _ VDR worse than that using the original MDR.
0.2 / 90%MDR+10%Random |
/ ——— 80%MDR+20%Random .
0.1r/ 7 70%MDR+70%Random || 4, Conclusions
0 Z n n n
0 8 8 10 In this paper, we study theffects of network structure
) on the performance of packet-based communication, and

in particular we compare the scalefree and random net-
works in terms of packet drop probability and transmission

Figure 4: Average packet drop probabily versus gener- . - g .
ation ratet, for (a) scalefree network, (b) random network 'Me: We show that when a minimum-distance routing al-

We compare the performance of the networks using MDﬂor'th;n IS adopteg, the”r ?rr:dom dnetw()trr]k sho'z/vs akd;]/antatg:]es
and randomized MDR. in performance when all the nodes in the network have the

same bder sizes. However, if the Ifier sizes of scale-
free network are power-law distributed, its performance is
better than the random network with the same totdlidsu

in Fig. 3, performance is poorer Asncreases. ) M | Her s  highod g
. . o sizes. Moreover, larger [fier sizes of high-degree nodes
In the above simulations, we employ the minimum- 9 9 9

distance routing (MDR) algorithm, which should intu_wiII cause longer average transmission time. Finally, we

itively give optimal performance as packets should take th how that contrary.to mtumgn, minimum-distance rogtlng
shortest routes to get to their destinations. However, if w; oes not necessarilyffer optimal performance, especially
probe further, in the scalefree network, some high degr g the scalefree network.

nodes will be chosen very frequently under the MDR algo-
rithm, causing congestion under highffraintensity.

It is thus of interest to consider a modified MDR algo-1] B. A. ForouzanData Communications and Networking, New
rithm, where only some percentage of all the generated York: McGraw Hill, 2003.

packages route with minimum distance, while the rest C[E] D. Erdos and D. Reny,
packages would simply route randomly. From Fig. 4, we
see that by adding some randomization to the MDR, t
performance for the scalefree network can sometimes
improved. However, for the random network, adding ran-

dom routing to the original MDR will not make the network [4] R- Albert and A.-L. Barabasi, “Topology of evolving net-
perform better in terms d$d. works: local events and universalit{ghys. Rev. Lett., vol. 85,

pp. 5234-5237, 2000.
Therefore, we further explore théfect of the extent of
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