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Abstract– Generalized wireless sensor networks – wire-

less active networks (WAN) – are considered as distributed 

multiple-unit processor platform for modeling behavior of 

interacting dynamic systems. During simulation, each sen-

sor network node represents a dynamic system, whose 

equations are solved by a special computing unit, e.g., a 

microcontroller (MCU) placed on each node. Interaction 

between the dynamic systems is understood as transmis-

sion of the system state data between the nodes of active 

network via radio channel. This approach is investigated 

here on example of an ensemble of coupled logistic maps. 

The ensemble is implemented as a wireless network com-

posed of ultra wideband direct chaotic transceivers PPS-43 

[7] with special actuator boards attached. Actuator boards 

contain an MCU to iterate the maps and a display to visu-

alize information (color LED). The modeling technique, 

experimental results and analysis are described. 

 

1. Introduction 

 

Usually, wireless sensor network (WSN) is described as a 

set of nodes equipped with sensors and combined into an 

ensemble by means of interaction via radio channels [1]. 

However, there is an increasing number of examples of 

wireless sensor networks whose nodes (along with trans-

ceivers and sensors) include actuators, i.e., devices which 

affect the environment; or visual information displays 

(LED, LCD); or information processing devices (MCU, 

processor) [2]. Below, for such generalized wireless sen-

sor networks we use the term wireless active networks 

(WAN). Wide range of equipment used in the nodes along 

with communication capabilities allows us to consider 

WANs as not only means of data acquisition in particular 

area, but as a powerful platform for solving wide classes 

of problems related with multiple-unit interacting systems. 

 

2. Previous Results 

 

One of the research directions closely connected with the 

theme of this work is cellular neural networks (CNN) [3-

4], which rely on two basic concepts: local connectivity 

and analog circuit dynamics. After their appearance, the 

theory and applications of cellular neural networks were 

developed rapidly, gradually addressing still wider set of 

problems and challenges. Then, a generalization of cellu-

lar neural networks on cellular nonlinear networks (CNN) 

as a universal machine and supercomputer was proposed 

[5]. The idea was to create algorithmically programmable 

analog cellular computer that had the power of a super-

computer operating in real time and on a single chip. 

Thus, unlike cellular neural networks, CNN and universal 

machine are programmable and also have analog memory 

(global and distributed) and logics; complex cells coupled 

at high data rates by means of electromagnetic waves, 

which can be used for modeling wide class of partial dif-

ferential equations. A wide range of other potential appli-

cations is described, including “programmable physics”, 

“programmable chemistry”, “programmable bionics” [5]. 

Analysis of relations between wireless networks and 

CNN is given in [6]. As is noted in [6], in large-scale 

wireless networks due to energy and interference con-

straints the access domain of a network node includes 

only nearest neighbors, and control algorithms are distrib-

uted and local. Obviously, this structure is similar to cellu-

lar neural networks. 

 

3. Problem Statement and Simulation Scheme 

 

Assume, for instance, an ensemble of interacting dynamic 

systems. Each system is described with a system of evolu-

tion equations, e.g., maps or nonlinear ODEs. The task is 

to implement this ensemble in WAN and to use this WAN 

to observe and study the ensemble dynamics. 

Ensemble implementation with WAN includes (fig. 1):  

- programming equations of each ensemble element for 

WAN node processor, corresponding to this element; 

  - determining and establishing links between WAN 

nodes, according to the links between ensemble elements; 

  -implementing the links with radio channels. 

Ensemble equations and interactions are programmed 

in three stages: 

- coding and debugging program in high-level pro-

gramming language (C++); 

- compilation to machine code; 

- downloading the code in processor. 

The ability to realize links between network nodes via 

radio channel is the main moment in building models of 

interacting dynamic systems with WAN. In general, with 

radio channels one can simulate ensembles of any link 

topology. 
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Fig. 1. From globally connected dynamic ensemble to 

WAN maps 

 

To be sure, assume that all WAN nodes directly radio 

visible to each other. In this case, to transmit data from 

node i to other nodes, a broadcast packet with source node 

address can be used. All nodes receive this packet. The 

nodes, which must be coupled with source node i (accord-

ing to model), use information in the packet from source i 

to form their state on the next step. And the nodes, which 

must not be linked with node i, according to the model, 

just ignore this packet. 

So, according to the model: 

 - nodes are arranged in space in such a way that each 

node can “see” any other node of the network. Each node 

can send and receive data to/from the nodes it must be 

linked with; 

 - equations of an ensemble element are integrated (iter-

ated) on CPU of the corresponding node; 

 - each node operates independently, making iteration 

steps in regular time intervals Δt; 

 - in the beginning of each time interval each node 

transmits information of the states of its variables and then 

goes to listen mode during the rest of the time interval; 

 - as a result, during its “own” time interval Δt each 

node of the network transmits information about its state 

to all nodes which it is linked with and receives the state 

information from them; 

 - the state of node variable is visualized by LED color. 

 

4. Ultrawideband Active Node and Actuator for Simu-

lation  

 

An active network node consists of a wireless trans-

ceiver and a special actuator board (fig. 2). Ultrawideband 

wireless transceiver PPS-43 [7] is used as a communica-

tion part. The actuator is based on a microcontroller 

STM32L which is used as a computing unit to solve equa-

tions of an ensemble element and color LED as visual 

indicator for one of the variables of the ensemble element 

state. 

 MCU STM32L has RISC architecture; its clock fre-

quency can be changed in the range 1 to 32 MHz. It has 

good computing capabilities. It is extraordinary small and 

energy efficient. 

 An important feature of this MCU is the ability to 

emulate floating point operations, so it can be used as full 

functional device to simulate dynamic systems. The equa-

tions are programmed in C++ and then compiled to MCU 

machine code. 

 

  
Fig 2. Ultrawideband direct chaotic transceiver PPS-43 

and actuator board with color LED 

 

 The processor board indication element is a RGB LED, 

whose color is related to the value of an element variable 

of the ensemble. LEDs give a visual dynamic picture of 

cooperative behavior of the network. For example, this 

color picture allows us to clearly register such phenomena 

as synchronization and clustering of ensemble elements. 

In fact, visualization of variable state with LED color is a 

hardware implementation of a widely used computer 

method of representing the state of dynamic systems. 

 

5. Simulation Procedure 

 

Simulation of collective behavior of discrete dynamic 

systems includes the following stages: 

- Network creation: at this stage each network node de-

clares itself and establishes connection with each other 

network node. For each node and for the network as a 

whole the process ends when each node detects all the 

other nodes and each node has the “knowledge” that all 

other nodes have received information from it. 

- Synchronization of node clocks. 

- Start of collective iteration and evolution. 

- Brake of collective behavior in case one or more links 

are broken. 

- Restoring collective iterations. 

 An important feature of described network is its auton-

omy, so there is no need in control center (sink). 

 

5.1. Network Creation 

 

 Consider a network of n nodes. Nodes are turned on 

one by one at moments t1, t2,… tn. Each node listens dur-

ing time interval T and then transmits information about 

itself for period δT. Then the operation repeats. 

 We assume that all nodes are located within the area of 

direct visibility of each other and δT << T. This allows to 

neglect collisions between packets. 

 How long does it take to guarantee that all nodes have 

information about the presence of the other nodes? 

 Let node k be the last node turned on and assume that 

this event happened at moment tk. In general, for all other 

n – 1 nodes the starting time points are to the left of point 

tk. Cycles of all nodes end within time interval (tk, tk + T). 
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Therefore node k will receive information about all nodes 

before the moment it sends information about itself. If 

some node doesn't get the information from another of n -

 2 remaining nodes, it will get it on time interval (tk, tk + 

T) in the same way as node k. 

 Thus, at time T after turning on the last node, each node 

in the network has got information about the presence of 

all nodes in the network and is ready to the next stage. 

 Packet reception from the last node in the network list 

indicates the end of the network creation process. 

 

5.2. Node Clock Synchronization 

 

 Clock synchronization is a well-known problem for 

wireless sensor networks that work in synchronous mode. 

Certain approaches to synchronization use methods of 

nonlinear dynamics [8, 9]. 

In this report, time synchronization is solved as fol-

lows. First, time intervals for emission are defined. The 

devices negotiate the order in which they transmit. The 

order is determined by means of sorting ID list (from 1 to 

n); position in this list is the device ID number. 

Device number 1 emits first. The emission moment is 

known to the other elements of the ensemble, because it is 

determined from the moment of reception of the previous 

signal from the device with the minimum ID. Other nodes 

adjust their clocks with this packet and get actually syn-

chronized. 

To increase LED glow time and to compensate clock 

discrepancy between devices, the second element trans-

mits in time ΔT after the first element, the third element 

ΔT after the second, and so on. 

 Hence time interval for intercommunication between 

nodes is equal to ΔT(n - 1) which is set significantly 

smaller than the period of synchronization cycle T. 

 

5.3. Start of Collective Iteration and Evolution 

 

Let there be WAN with n nodes. Each node is composed 

of a wireless transceiver and an actuator. i-th node map is 

described by expression  

))()(()1(
ji

jijiiii kxkxf=+kx   (1) 

where k is iteration step. i-th node processing unit iterates 

map (1) with parameters corresponding to a chaotic mode, 

with random initial conditions. Each node is assigned an 

ID number (1 to n). Node variable value is displayed with 

RGB LED color. After clock synchronization and setting 

order, nodes communicate with each other and exchange 

data about their state via radio links. The received values 

of the variables are used to iterate maps (1). Weights αij 

(coupling strengths) are set such as to provide map syn-

chronization through collective iteration. For certainty, in 

the experiments all the coupling strengths of all the maps 

are equal ( ij = ij = , i, j, i  j). 

Conditions for global synchronization, i.e., the range 

of α for synchronous mode, were obtained in [10]. 

In the experiments, 1D map was represented by the lo-

gistic map in chaotic mode with parameter  = 7,71 (Lya-

punov exponent  = 0,349) and coupling coefficients be-

tween the ensemble elements  = 0,157. 

After the start of collective iterations, in several steps 

the ensemble converges to stable synchronous mode state, 

in which the map variables oscillate chaotically but syn-

chronously with each other. 

 

 
Fig. 3. Bifurcation diagram for the logistic map and col-

or mapping to HSV color model (fixed saturation and 

value). 

 

5.4. Break of Collective Behavior 

 

When one or several links of the map is broken, the 

node algorithm reacts as follows. If on time interval T 

comes no information from at least one of the other n–1 

nodes, data on the other node states is discarded and the 

node transfers to autonomous operation mode. In some 

time, this leads to desynchronization, first, of chaotic 

states of the nodes, and then, in some other time, to mis-

timing of the node clocks. The latter can be observed vis-

ually as asynchronous alternation of LED colors. 

 

5.5. Reinstatement of Collective Iterations  

 

Even after the collective behavior is broken, node algo-

rithm constantly tracks the presence of other network 

nodes. If it finds them, and as soon as all the nodes from 

the list are present in the network, the algorithm first re-

stores node clock synchronization, and then the process of 

collective iterations. As a result, synchronous collective 

iterations are self-restored.  

 

6. The Experiment 

 

 The sensor network that was used in the experiment 

consisted of 4 nodes (fig. 4). Each node contained a direct 

chaotic transceiver and an actuator board, on which lo-

gistic map was iterated in accordance with the above algo-

rithm.  
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 The devices were arranged on a table and turned on by 

operator. At startup, the initial value for each dynamic 

system is selected using random-number generator. Ac-

cording to the above rules, each device listens for time 

interval T and then transmits a packet with node ID num-

ber and state variable value information. After the listen-

ing, the step is repeated. It took some time to synchronize 

the node clocks after turning on the last device. Clock 

synchronization was visualized by simultaneous actuator 

color changes. For some time (4-5 iterations), LED colors 

changed chaotically and remained different on each actua-

tor. After that, the colors were still chaotically changing 

with time, but the difference of node colors became visu-

ally smaller and smaller, and the collective behavior of the 

ensemble led to synchronous state. This state is stable and 

it remains until some natural or artificial break. 

 As an example of such a “break,” one device was 

turned off during the experiment. The remaining nodes 

began operating autonomously, without using other node 

state information. Three remaining powered devices 

worked as follows: for some time, it looked as if they 

were synchronous, but after several iterations the differ-

ence in the state values increased and LED colors became 

visually different and finally came to completely uncorre-

lated behavior. However, time synchronization between 

the devices remained, therefore moments of color changes 

were still simultaneous. 

 After the node clocks lost synchronization (mistiming), 

the 4th device was turned on again. Clock synchronization 

process repeated itself. It wasn’t visually apparent because 

by this time the clock discrepancy in quartz generators 

was not large enough. Full clock synchronization was 

restored after time interval of about T. Then the process of 

restoring the synchronous state of the ensemble began. It 

was indicated by color convergence. 

 

 
Fig 4. Synchronous mode in the experiment. 

 

 

 

 

 

7. Conclusions  

 

 In this report, wireless active networks are used as a 

technique for investigation of collective behavior of dy-

namic systems. As an example, this approach is applied in 

experiment to an ensemble of 1D maps, whose equations 

are iterated on the nodes using data on the states of the 

other ensemble elements, that is transmitted via ultra 

wideband radio channel.  
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