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Abstract—In this paper, we propose a similarity-based
image retrieval from plural key images by self-organizing
map with refractoriness. Most of the conventional image
retrieval systems can retrieve only from one key image. In
contrast, the proposed system can retrieve similar images
which have common features in plural key images. We car-
ried out a series of computer experiments and confirmed the
effectiveness of the proposed system.

1. Introduction

Recently, some similarity-based image retrieval systems
which make use of the flexible information processing abil-
ity of neural networks have been proposed[1]-[6]. Most of
these systems use color information as feature, the image
retrieval for scenery images can be realized. They can re-
trieve scenery images. However, it is difficult for them to
retrieve images including artifacts. In such case, if areas
including artifacts can be recognized, we can expect that
the retrieval accuracy can be improved[5][6]. However, in
these systems, only one image is used as the key. Although
the system which can retrieve from plural key images[4]
has been proposed, it can only apply to scenery images
without artifacts.

In this paper, we propose a similarity-based image re-
trieval considering artifacts by self-organizing map with re-
fractoriness from plural key images. In the self-organizing
map with refractoriness, the plural neurons in the Map
Layer corresponding to the input can fire sequentially be-
cause of the refractoriness. The proposed system makes use
of this property in order to retrieve plural similar images.

2. Self-Organizing Map with Refractoriness

Here, we explain the self-organizing map with refractori-
ness[2] which is used in the proposed system.

2.1. Structure

The self-organizing map with refractoriness is composed
of (1) Input Layer and (2) Map Layer as similar as the con-
ventional self-organizing map[7].

2.2. Dynamics

In the self-organizing map with refractoriness, when the
pattern x is given to the Input Layer, the internal state of
the neuron i in the Map Layer, ui(t + 1) is given by

ui(t + 1) = 1 − D(wi, x)√
N
− α

t−1∑

d=0

kd
r xMAP

i (t − d) (1)

where wi is the connection weights to the neuron i in the
Map Layer, x is the input vector, N is the number of neu-
rons in the Input Layer, α is the scaling factor of refractori-
ness, kr is the damping factor of refractoriness, xMAP

i (t) is
the output of the neuron i in the Map Layer at the time t,
and D(·) is the Euclidean distance.

The output of the neuron i in the Map Layer at the time
t, xMAP

i (t) is given by

xMAP
i (t) =

{ 1 (i = c)
0 (i , c) (2)

c = argmax
i
{ui(t); i = 1, 2, . . . , M} (3)

where M is the number of neurons in the Map Layer.

2.3. Learning

The learning process of the self-organizing map with
refractoriness is based on that of the conventional self-
organizing map[7]. After the learning based on the con-
ventional self-organizing map, the connection weights are
updated again and fixed so that each neuron in the Map
Layer corresponds to one data (image)[2].

The learning process of the self-organizing map with re-
fractoriness has 10 steps.
Step 1 : Initialization of Connection Weights

The initial values of weights are chosen randomly.
Step 2 : Calculation of Internal States of Neurons

in Map Layer
When the pattern x is given to the Input Layer, the in-

ternal state of the neuron i in the Map Layer is calculated
by

ui = 1 − D(wi, x)√
N .

(4)

Step 3 : Calculation of Outputs of Neurons in Map
Layer

The output of the neuron i in the Map Layer, xMAP
i is

calculated by Eq.(2).
Step 4 : Update of Connection Weights
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The connection weights wi are updated by
wi(t + 1) = wi(t)

+η · exp



√
(xx

i − xx
c)2 + (xy

i − xy
c)2

δ(t)2

 (x − wi(t)) (5)

where η is the learning rate, xx
i , xy

i are the coordinates of
the neuron i in the Map Layer and xx

c , xy
c are the coordi-

nates of the winner neuron in the Map Layer. δ(t) is the
neighborhood function at the time t, and it is given by

δ(t) = δini ·
(
δ f in

δini

) t
T

(6)

where δini is the initial size of neighborhood area, δ f in is
the final size of neighborhood area and T is the maximum
learning time.
Step 5 : Repeat

Steps 2∼4 are repeated T times.
Step 6 : Decision of Winner Neuron

The winner neuron c whose internal state given by Eq.(4)
is maximum is found.
Step 7 : Update of Connection Weights

If the internal state of the winner neuron c is smaller than
the threshold θd, the connection weights except those of
fixed neurons are changed by

wi(t + 1) = wi(t) + η f in · (x(p) − wi(t)) (7)
where x(p) is the stored pattern p, and η f in is given by

η f in = η · exp

−((xx

i − xx
c)2 + (xy

i − xy
c)2)

δ f in2


.

(8)

Step 8 : Repeat
Step 7 is repeated until the internal state of the winner

neuron becomes larger than the threshold θd.
Step 9 : Fix of Connection Weights

The connection weights of the winner neuron c, wc are
fixed.
Step 10 : Repeat

Steps 6∼9 are repeated until all patterns are trained.

3. Image Features

In the proposed system, the color, spectrum and key-
words are used as image features.

3.1. Color

In the proposed system, each image is divided into some
regions by the K-means algorithm[8]. Then, normalized
average x, y and z coordinates in the HSV color space on
each region are trained in the self-organizing map, and are
used as image feature. Here, two self-organizing maps for
natural objects and artifacts are used. In the proposed sys-
tem, the features on color are calculated per nine areas (See
Fig.1 and Table 1).

The feature vector on the color of the natural objects at
the area s in the image p, xN(p,s) is given by

xN(p,s)
i = g


∑

l∈CN
s

xN(p,s,l)
i

 (9)

Natural Objects

Artifacts

1 2 3

4 5 6

7 8 9

a b c

d e

f g
h

i j

Figure 1: Regions divided by K-means and 9 Areas.

Table 1: Relation between Regions and 9 Areas.

Area No. Natural Objects Artifacts
1 a, b
2 a, b
3 b, c
4 a, d, f
5 a, b, d, e, f h
6 b, c, e, g
7 f i
8 h, i, j
9 g j

g(u) =

{ 1 (u > 0)
0 (u = 0) (10)

where CN
s is the set of the regions which belong to the area

s for the natural objects, xN(p,s,l)
i is the output of the neuron

i in the self-organizing map which learns the color of the
natural objects when the color information at the region l
which belongs to the area s in the image p is given.

The feature vector on the color of the artifacts at the area
s in the image p, xA(p,s) is given by

xA(p,s)
i = g


∑

l∈CA
s

xA(p,s,l)
i

 (11)

where CA
s is the set of the regions which belong to the area

s for the artifacts, xA(p,s,l)
i is the output of the neuron i in the

self-organizing map which learns the color of the artifacts
when the color information at the region l which belongs to
the area s in the image p is given.

3.2. Spectrum

In the proposed system, an image spectrum is used as
one of image features. Here, the calculated spectrum is
divided into Nk×N l areas, and binarized average spectrum
in each area is used as image features.

3.3. Keywords

Keywords such as sky, cloud, tree are used as the query
in addition to the color information and the spectrum.
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Figure 2: Structure of Proposed Image Retrieval System.

4. Similarity-based Image Retrieval Considering Col-
ors of Artifacts using Self-Organizing Map with Re-
fractoriness

4.1. Structure

Figure 2 shows the structure of the proposed system. As
shown in this figure, it has the Input Layer which has some
parts corresponding to image features such as color, spec-
trum and keywords and the Map Layer composed of some
modules. In the proposed system, each neuron in the Map
Layer corresponds to one of the stored images.

4.2. Learning Process

The learning process of the proposed system has 3 steps.
Step 1 : Extraction of Artifacts

The original image is divided into some regions by the
K-means algorithm, and whether or not artifacts are in-
cluded is judged for each divided area.
Step 2 : Extraction of Image Features

The color information and spectrum are extracted from
the images to be stored. And keywords are set to each im-
age manually.
Step 3 : Learning of Self-Organizing Map with

Refractoriness
Image features which are extracted in Step 2 are trained

in the self-organizing map with refractoriness.

4.3. Image Retrieval Process

(1) Generation of Feature Vector

The feature vector is generated from the plural key im-
ages. In the proposed system, first, the feature vector for
each key image x(p)(p = 1, · · · ,Nkey) is generated. Here,
Nkey is the number of key images. And then, the feature
vector for the plural key images x is generated from x(p) as
follows:

xi =


x(p)

i


Nkey−1∑

p=1

Nkey∑

q=p+1

|x(p)
i − x(q)

i | = 0


−1 (otherwise) .

(12)

As shown in Eq.(12), the proposed system uses only the
common features in all key images.

(2) Image Retrieval

The image retrieval process of the proposed system has
4 steps.
Step 1 : Input of Feature Vector

Image features of the key images such as color informa-
tion, spectrum and keywords are given to the Input Layer.
Step 2 : Calculation of Internal States of Neurons in

Map Layer
When the image feature of the key images is given to the

Input Layer, the internal state of the neuron i of the module
y in the Map Layer at the time t + 1, uy

i (t + 1) is calculated
by

uy
i (t) = 1 − Dr(w

y
i , x)√
F′

− α
t−1∑

d=0

kd
r xMAP(y)

i (t − d) (13)

where F
′

is the number of image features which is used
in the retrieval process, α is the scaling factor, kr is the
damping factor, and xMAP(y)

i (t) is the output of the neuron i
of the module y in the Map Layer at the time t. Dr(w

y
i , x)

is the distance between the weight vector of the neuron i of
the module y in the Map Layer wy

i and the input x, and is
given by

Dr(w
y
i , x) =

√√√√ F∑

f =1

µ( f )
∑

j:x j∈C f

(φ(wy
i j, x j))2 (14)

where f (= 1, · · · , F) is an image feature (1 : color (natural
objects), 2 : color (artifacts), 3 : spectrum, 4 : keywords).
C f is the set of the inputs corresponds to the feature f , wy

i j is
the connection weight from the neuron j in the Input Layer
to the neuron i of the module y in the Map Layer, and x j

is the jth element in the input feature vector. µ( f ) is the
weighting coefficient, and it is given by

µ( f ) =


1

N ′( f ) (N
′( f ) > 0)

0 (N
′( f ) = 0)

(15)

where N
′( f ) is the number of neurons which correspond to

the feature f and is not equal −1.
φ(wy

i j, x j) is given by

φ(wy
i j, x j) =



kw

x j ∈ C4 and
((

wy
i j = 0 and x j = 1

and
∑

k:xk∈C
g j
4

wy
ik > 0

)
or

(
wy

i j = 1

and x j = 0 and
∑

k:xk∈C
g j
4

xk > 0
))

0 (x j = −1)
wy

i j − x j (otherwise)

(16)

where C4 is the neuron set corresponding to keywords, Cg j

4
is the neuron set corresponding to the keywords which be-
long to the same group to j, and kw (0 < kw < 1) is the
constant.

In each module, the neuron whose internal state calcu-
lated by Eq.(13) is maximum is selected as the winner neu-
ron c(y).
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(a) Key Images

(b) Result

Figure 3: Image Retrieval Results (1).

(a) Key Images (b) Result

Figure 4: Image Retrieval Results (2).

Step 3 : Calculation of Outputs of Neurons in Map
Layer

The output of the neuron i of the module y in the Map
Layer at the time t, xMAP(y)

i (t) is calculated by

xMAP(y)
i (t) =

{
1, (i = c(y), uy

i (t) > θs1 and Dy(i)
max < θs2)

0, (otherwise)
(17)

where c(y) is the winner neuron in the module y, and θs1 and
θs2 are the thresholds. Dy(i)

max is the maximum distance for
the image feature in the neuron i of the module y, and is
given by

Dy(i)
max = max

f

µ( f )
N∑
j=1

(φ(wy
i j, x j))2


.

(18)

In the proposed system, each stored image corresponds
to a neuron in the Map Layer. So, the images corresponding
to the fired neurons in the Map Layer are output.
Step 4 : Repeat

Steps 2 and 3 are repeated.

5. Computer Experiment Results

Figures 3 ∼ 5 show the image retrieval results of the pro-
posed system. As shown in these figures, the proposed sys-
tem can retrieve similar images which have common fea-
tures in the plural key images.

Table 2 shows the F-measure of the retrieval results for
150 key image pairs in the proposed system which stores
540 images.

6. Conclusions

In this research, we have proposed the similarity-based
image retrieval considering artifacts from plural key im-
ages by self-organizing map with refractoriness. We car-
ried out a series of computer experiments and confirmed

(a) Key Images

(b) Result from Each Key Image

(c) Result from Two Key Images

Figure 5: Image Retrieval Results (3).
Table 2: F-measure.

Precision Recall F-measure
0.993 0.988 0.991

that the proposed system can retrieve images appropriately
from plural key images.
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