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## 1. Main results

We present new algorithms for computing verified error bounds for least squares problems and underdetermined linear systems. In contrast to previous approaches the new methods do not rely on normal equations and are applicable to sparse matrices. This paper summarizes some results; a full paper was published in [7].

Algorithms based on normal equations are available in INTLAB [6]. For an $m \times n$-matrix they require $O([m+$ $n]^{3}$ ) floating-point operations. Therefore, larger problems are not tractable, in particular because the sparsity of the matrices involved cannot be taken advantage of.

For underdetermined linear systems, i.e. $A x=b$ with $A \in \mathbb{R}^{m \times n}$ and $m<n$, Miyajima [4] proposed a faster algorithm requiring $O\left(m n^{2}\right)$ operations. The challenge is to obtain verified bounds in a computing time proportional to that needed for an approximate solution, namely $O\left(m^{2} n\right)$ operations for underdetermined linear systems and $O\left(m n^{2}\right)$ operations for least squares problems.

Our key to obtain fast algorithms are a number of perturbation bounds. A matrix of floating-point numbers may be nearly orthogonal but is, in general, not truly orthogonal. The distance to orthogonality is estimated by certain lemmas like the following.

Lemma 1 Let $X \in \mathbb{R}^{m \times n}$ and $p \in\{1,2, \infty\}$ be given, and suppose $\left\|I-X^{T} X\right\|_{p} \leq \alpha<1$. Then $m \geq n, X$ has full rank, and

$$
\begin{equation*}
\left\|X^{+}-X^{T}\right\|_{2} \leq \frac{\alpha}{\sqrt{1-\alpha}} \quad \text { for } p=2 \tag{1}
\end{equation*}
$$

Moreover, for any $B \in \mathbb{R}^{m \times k}$ with $k \geq 1$,

$$
\begin{equation*}
\left\|\left(X^{+}-X^{T}\right) B\right\|_{p} \leq \frac{\alpha\left\|X^{T} B\right\|_{p}}{1-\alpha} \quad \text { for } p \in\{1,2, \infty\} \tag{2}
\end{equation*}
$$

Lemma 2 Let $A \in \mathbb{R}^{m \times n}$ and $P \in \mathbb{R}^{n \times m}$ with $m \geq n$ and $p \in\{1,2, \infty\}$ be given, and suppose $\|I-P A\|_{p} \leq \alpha<1$. Then A and P have full rank, and

$$
\begin{equation*}
\left\|A^{+}\right\|_{p} \leq \frac{\varphi\|P\|_{p}}{1-\alpha} \tag{3}
\end{equation*}
$$

with $\varphi=1$ for $p=2$, and $\varphi=\frac{\sqrt{m}+1}{2}$ for $p \in\{1, \infty\}$.
The new methods basically compute floating-point approximations, and then estimate the error to the true solution based on lemmas as above. A similar technique was used by Miyajima for underdetermined linear systems.

Lemma 3 (Miyajima [4]) Let $A \in \mathbb{R}^{n \times m}$ with $n<m$, $\widetilde{x} \in \mathbb{R}^{m}, \widetilde{w}, b \in \mathbb{R}^{n}, Q \in \mathbb{R}^{m \times n}$, and $R, S \in \mathbb{R}^{n \times n}$ be given. Assume $\left\|I-Q^{T} Q\right\|_{2} \leq \mu<1$ and $\left\|S\left(R^{T} Q^{T}-A\right)\right\|_{2} \leq \rho<$ $\sqrt{1-\mu}$. Then A has full rank and

$$
\begin{equation*}
\left\|A^{+} b-\widetilde{x}\right\|_{2} \leq\left\|\widetilde{x}-A^{T} \widetilde{w}\right\|_{2}+\frac{\|S(A \widetilde{x}-b)\|_{2}}{\sqrt{1-\mu}-\rho} . \tag{4}
\end{equation*}
$$

The bound can be computed in $6 m^{2} n+8 m n^{2}+\frac{10}{3} n^{3}+O\left(m^{2}\right)$ operations.

The computing time is proportional to $O\left(m^{2} n\right)$ operations. A verification method requiring only $O\left(m n^{2}\right)$ operations is obtained by the following lemma. If the matrix is not far from square, there is not much difference in computing time; the new method becomes faster in case of many unknowns compared to few constraints.

Lemma 4 Let $A \in \mathbb{R}^{n \times m}$ with $n<m, \widetilde{x} \in \mathbb{R}^{m}, \widetilde{w}, b \in \mathbb{R}^{n}$, $S \in \mathbb{R}^{n \times n}$, and $p \in\{1,2, \infty\}$ be given. Define $Y:=S A$ and suppose $\left\|I-Y Y^{T}\right\|_{p} \leq \alpha<1$. Then A has full rank and, abbreviating $\rho_{\widetilde{w}}:=\widetilde{x}-A^{T} \widetilde{w}$ and $\rho_{\widetilde{x}}:=A \widetilde{x}-b$,

$$
\begin{equation*}
\left\|A^{+} b-\widetilde{x}\right\|_{2} \leq\left\|\rho_{\widetilde{w}}\right\|_{2}+\left\|Y^{T} S \rho_{\bar{x}}\right\|_{2}+\frac{\alpha}{\sqrt{1-\alpha}}\left\|S \rho_{\widetilde{x}}\right\|_{2} . \tag{5}
\end{equation*}
$$

The bounds can be computed in $4 m n^{2}+\frac{4}{3} n^{3}+O\left(m^{2}\right)$ operations.

A similar fast method for least squares problems was not known. In contrast to underdetermined systems, the error of some $\tilde{x}$ to the least squares solution can be bounded knowing only the residual $A \tilde{x}-b$. For a given approximate
solution $\widetilde{x}$, Lemma 2 implies for $\|I-P A\|_{2} \leq \alpha<1$ the straightforward but pessimistic bound

$$
\begin{equation*}
\left\|A^{+} b-\bar{x}\right\|_{2}=\left\|A^{+}\left(A^{T}\right)^{+} \rho\right\|_{2} \leq\left[\|P\|_{2} 1-\alpha\right]^{2}\|\rho\|_{2} \tag{6}
\end{equation*}
$$

where $\rho:=A^{T}(A \bar{x}-b)$. Note that $\rho=0$ for the solution $\widetilde{x}=A^{+} b$. In general, however, this bound is poor.

The following result is based on an approximate $Q R$ decomposition of $A$. For $S$ denoting an approximate inverse of $R, A S$ can be expected to be not too far from orthogonality. Note that often $m \gg n$ for $A \in \mathbb{R}^{m \times n}$, so that the computational effort to compute $S$ is not too large compared to that for the $Q R$-decomposition.

Lemma 5 Let $A \in \mathbb{R}^{m \times n}$ with $m \geq n, \widetilde{x} \in \mathbb{R}^{n}, \widetilde{w}, b \in \mathbb{R}^{m}$, $S \in \mathbb{R}^{n \times n}$, and $p \in\{1,2, \infty\}$ be given. Define $X:=A S$ and suppose $\left\|I-X^{T} X\right\|_{p} \leq \alpha<1$. Then A has full rank and, abbreviating $\rho_{\widetilde{x}}:=A \widetilde{x}-\widetilde{w}-b$ and $\rho_{\widetilde{w}}:=A^{T} \widetilde{w}$,

$$
\begin{equation*}
\left\|\widetilde{x}-A^{+} b\right\|_{p} \leq \frac{\|S\|_{p}}{1-\alpha} \cdot\left(\left\|X^{T} \rho_{\widetilde{x}}\right\|_{p}+\left\|S^{T} \rho_{\widetilde{w}}\right\|_{p}\right) \tag{7}
\end{equation*}
$$

for $p \in\{1,2, \infty\}$. The bounds can be computed in $4 m n^{2}+$ $\frac{4}{3} n^{3}+O\left(m^{2}\right)$ operations.

A main point to improve the accuracy of the error bounds are newly developed residual iterations. In both problems, underdetermined systems and least squares problems, the ill-conditioning of the normal equations appear in the computation of a residual. Thus it is important to compute a residual as accurate as possible.

To this purpose we developed algorithms for accurate computation of dot products, see [5, 8]. Those are based on methods already proposed by [3], which represent the sum or product of two floating-point numbers $a, b$ by the sum of an approximation $x$ and an error term $y$, i.e. $a+b=x+y$ or $a b=x+y$, respectively. Both equations are satisfied with mathematical equality. Recently those methods are called "error-free transformations" and receive increasing interest [2].

Some computational results for the new algorithms on matrices of the Florida matrix collection [1] are shown in Table 1. The sparsity is between 0.02 and $25 \%$. As can be seen the error bounds are correct up to 12 to 15 decimal digits.

More details and also more test results for underdetermined linear systems and least squares problems as well as comparisons to other existing methods are shown in [7]. The new algorithms are significantly faster than known methods.
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