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Abstract—In this study, we focus on a spike oscillator
with chaotic motion governed by piecewise-constant vec-
tor field. The spike oscillator exhibits bifurcation of chaos
referred to as distinguishing phenomena called “Island”
which is chaos whose support of invariant measure is di-
vided into union of subintervals in the domain of the return
map. On the other hand, the oscillator generates various
chaotic spike train. The density spectrum of inter-spike-
intervals undergo a characteristic change depending on the
parameters, that is, bifurcation phenomena on density spec-
trum is observed. This paper derives an existence region of
Island and shows the bifurcation set of chaos on a param-
eter space and density spectrum analytically. Almost com-
plete analysis of bifurcation phenomena on density spec-
trum of inter-spike-intervals is provided.

1. Introduction

Recently, chaotic spike oscillators (abbr. CSOs) have
been studied intensively in the field of nonlinear problem
and neuroscience [1]-[5]. These CSOs have rotate-and-fire
dynamics and the dynamics is analogous with some simple
spike neuron models [6]. The CSOs behave chaotic oscil-
lation and produce output pulse signals, i. e. spike, when
the state variables of CSOs reach spiking thresholds. The
spike elicits resetting operation of state variables. By these
chaotic oscillation with the reset dynamics, CSOs exhibit
various chaotic spike train. To study the spike train is not
only interesting for basic problems of nonlinear systems
but also important for applications based on neural systems
and for pulse based communication systems [7]-[10].

In this research, we consider a piecewise-constant
chaotic spike oscillator (abbr. PWCCSO) [11] and its
frequency density of inter-spike-intervals (abbr. ISIs).
PWCCSOs have attracted interest as a simple model of
analog spike neurons because they can be implemented by
simple nonlinear elements and can be set up the parameters
easily due to its simplicity [12]. In addition, it is easy to
theoretical analysis with regard to stability and bifurcation
phenomena by using mapping procedure [3][11].

First, we consider bifurcation of chaos such that struc-
ture of chaotic attractor is transformed by changing param-
eters. The dynamics of a proposed PWCCSO can be re-
duced to one-dimensional (1-D) return map. We show the
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Figure 1: A chaotic spike oscillator.

system exhibits remarkable bifurcation phenomena called
“Island” which is chaos whose support of invariant mea-
sure is divided into union of subintervals in domain of the
1-D return map [13][14]. We emphasize that the bifurca-
tion of chaos is caused by some kind of border collision
bifurcation relevant to an unstable periodic orbit and an in-
terior border embedded in chaos attractor.

Next, we focus on frequency density of ISIs and its bifur-
cation. Due to there are not many researches of the density
spectrum of ISIs [15], analysis of global bifurcation for dis-
tribution spectrum of ISIs is challenging subject. We show
the relationship between bifurcation of chaos and change
of the distribution of ISIs using the return map.

We provide almost complete analysis of bifurcation phe-
nomena both of on Island and on density spectrum of ISIs.

2. A chaotic spike oscillator with piecewise-constant
vector field

Figure 1 shows a circuit model of a system. The trian-
gles labeled 1 (−1, respectively) are linear amplifiers with
gain 1 (−1, respectively). The triangles labeled ”+ −” are
comparators. These amplifiers and comparators are real-
ized by operational amplifiers with sufficiently large input
impedance. Trapezoids are differential voltage-controlled
transconductance amplifiers and their output currents are i1
and i2, respectively. They are characterized by

i1 = Ia · sgn(v2 − E)
i2 = Ia · sgn(v2 − v1) ,

(
sgn(x) =

{
1 for x ≥ 0
−1 for x < 0

)
, (1)

where v1 and v2 are voltages across the capacitors C1 and
C2, respectively. Ia is a constant current which is controlled
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by a bias current of the transconductance amplifiers. When
S is opened, the circuit dynamics is described by

ẋ = sgn(y − 1),
ẏ = sgn(y − ax), (2)

where “·” represents the derivative of normalized time τ
and the following dimensionless variables and parameters
are used.

τ=
Ia

C2E
t, x=

C1

C2E
v1, y=

1
E

v2, a=
C2

C1
, Th=

1
E

VTh. (3)

Here, we assume the following parameter condition:

a > 1. (4)

In this parameter range, Equation (2) has unstable rect-
spiral trajectories as shown in Fig. 2. The trajectory on
the phase space moves around the singular point ( 1

a , 1) di-
vergently and it must reach to the half line lTh = {(x, y)|y =
ax, y < −Th} as shown in the left figure of Fig. 2. In the
circuit in Fig. 1, M.M. is a monostable multivibrator which
outputs pulse signals to close the switch S and to open S̄
instantaneously. Two comparators detect the instantaneous
switching condition. If v2 ≤ v1 or v2 ≥ −VTh, the switch
S is opened and S̄ is closed. For the meantime, the volt-
age v1 and v2 are stored to CC1 and CC2, respectively. If
v2 > v1 and v2 < −VTh, then M.M. is triggered by the
pair of comparators, and the switch S is closed and S̄ is
opened instantaneously. At that time, the voltage v1 and
v2 are reset instantaneously to the inverse voltages −v1 and
−v2, respectively. That is,

[v1(t+), v2(t+)]T = [−v1(t),−v2(t)]T

for v2(t) > v1(t) and v2(t) < −VTh,
(5)

where t+ ≡ limε→0{t + ε}.
Because of the parameter condition (4), the trajectory

must reach lv ≡ {(v1, v2)|v2 = v1, v2 < −VTh} when the
switching occurs. Namely, the normalized trajectory must
hit lTh, and jumps from (x(Tn), y(Tn)) to (−x(Tn),−y(Tn))
as shown in the left figure of Fig. 2, where Tn is the n-th
switching moments.

Consequently, Eqn. (2) and (5) with the condition (4) are
transformed into{

ẋ = sgn(y − 1),
ẏ = sgn(y − ax), for S = off,

[x(τ+), y(τ+)]T = [−x(τ),−y(τ)]T

for y(τ) > a · x(τ) and y(τ) < −Th.

(6)

Now the system is characterized by only two parameters a
and Th. The right figure of Fig. 2 shows a typical chaotic
attractor with a ' 5.84 in laboratory. The transconduc-
tances are implemented by operational transconductance
amplifiers (abbr. OTAs) NJM13700. Realization procedure
of differential voltage-controlled transconductance ampli-
fiers by using OTAs can be found in literature [3]. The
monostable multivibrator, the comparators and the analog
switches are implemented by IC package of 4538, LM339
and 4066, respectively.
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Figure 2: Behavior of trajectories on the phase space and
a typical chaos attractor, a ' 5.84, vertical axis: 1[V/div.]
and horizontal axis: 5[mV/div.] for right column.

3. Bifurcation of chaos

First of all, we derive embedded return map of the sys-
tem. The exact piecewise solution of Eqn. (6) for S =off
can be depicted as piecewise-linear trajectories. Here, let
us focus on a trajectory starting from intersection point of
y = ax and y = −Th at τ = 0 (see Fig. 2). The tra-
jectory rotates divergently around the singular point ( 1

a , 1)
and reaches the switching threshold. A y-coordinate of the
reaching point is obtained as 1 − ( a+1

a−1 )2(1 + Th). Here let
A = ( a+1

a−1 )2 and let ymin = 1 − A2(1 + Th). We define
l = {(x, y)|ymin < y < −Th, y = ax} and assume the case of
ymin > −1, that is, the minimum value of y is greater than
−1. In this case, the trajectory starting from l must jump
instantaneously to the symmetric point of the origin and
rotates k-times (k = 1, 2, 3, · · ·) around the singular point.
Finally it must return to l. We henceforth consider the fol-
lowing parameter range with (4):

1 < A ≤ 2
1 + Th

. (7)

If we choose l as Poincaré-section, we can define 1-D re-
turn map f from l to itself. Letting (x(Tn), y(Tn)) be the
starting point, (x(Tn+1), y(Tn+1)) be the returning point as
shown in the left figure of Fig. 2. Letting any points on l
be represented by its y-coordinate, f is defined by

f : l 7→ l, yn+1 = f (yn), (8)

where we rewrite yn = y(Tn). Using piecewise-linear tra-
jectories and linear algebraic procedure, we obtain an ex-
plicit expression for the function f .

f (yn) =



f1(yn) = −A(yn + 1) + 1
for Th1 < yn ≤ Th0,

f2(yn) = −A2(yn + 1) + 1
for Th2 < yn ≤ Th1,

...
fk(yn) = −Ak(yn + 1) + 1

for Thk < yn ≤ Thk−1,
...

(k = 1, 2, 3, · · ·),

(9)
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where each borders of the piecewise maps, Thk =
1
Ak (1 +

Th) − 1 (k = 1, 2, 3, · · ·), are derived by solving −Th =
−Ak(Thk + 1) + 1. And let Th0 = −Th. Typical shapes
of map f are shown in Fig. 3. Note that the branch of fk
corresponds to a trajectory with a k-turn spiral on the phase
space. That is, the unstable fixed point Pk which satisfies
Pk = fk(Pk) corresponds to a k-winding unstable periodic
orbit (abbr. UPO).

Here, we give the proof for chaos generation of this sys-
tem. From condition (7), | ∂ f

∂yn
| > 1 is satisfied almost every-

where without discontinuous points and f (l) ⊆ l is obvious,
hence f exhibits chaos on the condition (7). In practice, if
0 < Th < 2

A−
√

A
− 1 and A > 1 is satisfied, the system (6)

must behave chaos rigorously. This paper omits the proof
but it is easy in a similar way to [3].

In the system (6), we can observe remarkable phenom-
ena. Figure 4 shows chaotic attractors on the parameter
A = 1.16 and Th = 0.07. Snapshot on left column is lab-
oratory measurement and figure on right column indicates
corresponding return map. The band which consists of 2-
winding trajectories is separated into at least two 2-winding
components. In this case, the support of invariant measure
of the corresponding return map is divided into at least two
parts and a blank region appears on domain of f2 as shown
in right figure of Fig. 4. Note that the blank region contains
a unstable fixed point P2.

This phenomenon is called “Island” and the sufficient
condition for existence of k-Island is given by

fk+1(ymin) < Pk < fk−1(Th0). (10)

Figure 5 shows existence regions of k-Island as Ik framed
by two borders BkN and BkP which are obtained by solving
Pk = fk+1(ymin) and Pk = fk−1(Th0), respectively. A behav-
ior on BkP means that the trajectory started from an edge
of attractor Th0 hits k-winding UPO and a behavior on BkN

means that the trajectory started from an edge ymin hits the
UPO. Since the trajectories started from the edge are some
kind of borders in the interior of attractor, these behaviors
on BkN or BkP can be considered as border collision bifur-
cation of UPO. Namely, Island appears or disappears on
BkN or BkP due to occurrence of interior border collision of
UPO. Although there are more Islands exist in Ik on Fig. 5,
the existence region are quite narrow and method of anal-
ysis is almost the same as above. So, this paper omits the
result.

4. Probability density of inter-spike intervals and its bi-
furcation

First, we derive the relationship function T (yn) between
the inter-spike interval ∆τ = Tn+1 − Tn and the state yn at
the moment when a spiking occurs. If the trajectory hits the
threshold l at τ = Tn, a spiking occurs and the time interval
until next spiking is determined uniquely by yn. By using
return map (8) and linear algebraic procedure, we obtain

 

ny

1+ny

0Th 1Thminy
miny

1+ny

ny
0Th2Th

0Th 0Th

minyminy

)0.0( )1.0(−)0.1(−

2P

1P

3P

1f

2f

3f

)65.0(−

)(a )(b

Figure 3: Chaotic return maps. (a): Th = 0, A = 2(a '
5.84), (b): Th = 0.1, A = 1.5.

 

 

miny

1+ny

ny
0Th2Th

0Th

miny

)07.0(−

2P

1f

2f

3f

0

0

1v

2v

Figure 4: Bifurcation of chaos. (A = 1.16,Th = 0.07),
vertical axis: 1[V/div.] and horizontal axis: 5[mV/div.] for
left figure.

 

3.0

5.1

A

Th

1

N
B
1

P
B
2

N
B
2

L
D
3

L
C
23

L
D
4

L
C
34

R
D
1

L
D
5

R
C
23

L
C
45 L

D
6

L
C
56

R
C
34R

D
2

0 15.0

N
B
3

P
B
3

1
I

21
II I

2
I

32
II I

3
I

4
I

Figure 5: Bifurcation diagram for Islands and density spec-
trums of ISI.

the expression for the function T (yn).

∆τ = T (yn) =



(1 + yn)(1 +
√

A)2

for Th1 < yn ≤ Th0,

(1 + yn)(1 +
√

A)2(1 + A)
for Th2 < yn ≤ Th1,

...

(1 + yn)(1 +
√

A)2 ∑k−1
j=0 A j

for Thk < yn ≤ Thk−1,
...

(k = 1, 2, 3, · · ·),

(11)
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Bottom right figure of Fig. 6(a) depicts an example of func-
tion T (yn) on A = 1.2 and Th = 0.07. If the invariant
measure of the return map has been given, we can obtain
directly the frequency density of ISI p(∆τ) by using the
function T (yn);

p(∆τ) =
∫ 0

−1

(
∂∆T (yn)
∂yn

)−1

δ(yn, yT )h(yn)dy, (12)

where yT is all values such as ∆τ = T (yT ), δ(i, j) is Kro-
necker delta function and h(yn) is the density of the invari-
ant measure of return map.

The bottom left figure of Fig. 6(a) shows histogram ob-
tained by 100,000 sampled data of a numerical simulation.
The range of value of T2, T3 and T4 are separated each
other on T (yn) and a segment of 3-turn trajectory is divided
into two parts by 3-Island. So, distribution divided into
some segments. Figure 6(b) shows bifurcation diagram of
ISI distribution that is expressed by gray scale image. Such
phenomena are caused by three types of bifurcation fac-
tors. (i) Appearance and extinguishing of a segment cor-
responding to k-turn trajectories. Existence condition of
k-turn trajectories is given by ymin < Thk−1 and Thk < Th.
The borders DkL and DkR shown in Fig. 5 are given by
solving ymin < Thk−1 and Thk < Th, respectively. (ii) Uni-
fication and separation of two segments corresponding to
k- and k + 1-turn trajectories. These two segments separate
when Tk+1(ymin) ≥ Tk(Thk−1) or Tk+1(Thk+1) ≥ Tk(Th0)
are satisfied. The bifurcation sets Ck,k+1L and Ck,k+1R are
given by solving Tk+1(ymin) = Tk(Thk−1) and Tk+1(Thk+1) =
Tk(Th0), respectively. (iii) Generation and disappearance
of Island considered in previous section.

These bifurcation sets are shown in Fig. 5.

5. Conclusion

We considered bifurcation phenomena on density spec-
trum of inter-spike-intervals of spikes which are generated
from a spike oscillator with chaotic motion governed by
piecewise-constant vector field. We derived existence re-
gions of Island and the bifurcation sets of chaos on parame-
ter space and density spectrum of inter-spike-intervals (ISI)
using the return maps and relationship functions between
state and ISI. Future works are more detailed verifications
in laboratory and control bifurcation of distribution of ISI.
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