
IEICE Proceeding Series 
 
 
 
 
Delay reduction in networks of coupled dynamical systems 

 
 
Leonhard Lücken, Jan Philipp Pade, Serhiy Yanchuk 

 
 
Vol. 1 pp. 763-766 
Publication Date: 2014/03/17 
Online ISSN: 2188-5079

©The Institute of Electronics, Information and Communication Engineers 

Downloaded from www.proceeding.ieice.org 



Delay reduction in networks of coupled dynamical systems

Leonhard Lücken, Jan Philipp Pade, and Serhiy Yanchuk

Institute of Mathematics, Faculty of Mathematics and Natural Sciences II,
Humboldt University of Berlin, Unter den Linden 6, Berlin 10099 Germany

Email: luecken@math.hu-berlin.de, pade@math.hu-berlin.de, yanchuk@math.hu-berlin.de

Abstract—We consider networks of coupled dynamical
systems with delayed interactions and discuss the possibil-
ities of delay reductions for arbitrary coupling topologies.
Using appropriate timeshift transformations, the number of
interaction delays can always be reduced to at most the di-
mension of the cycle space of the underlying graph. For
instance, in a unidirectional ring we can reduce the number
of different delays to one while the roundtrip delay time is
preserved. More generally, the roundtrips along a set of
fundamental cycles act as an important factor in determin-
ing the dynamical behavior.

1. Introduction

Propagation and processing time delays play an impor-
tant role in many networks of coupled dynamical systems.
As soon as the time delay is comparable with other charac-
teristic time scales in the system, it may alter the dynamics
significantly. For instance, the propagation of light between
interacting lasers [22, 6, 10] causes delays, despite of the
very fast propagation velocity of the light. The reason is
that the internal timescales of the laser are small as well, so
that a few centimeters of propagation distance may cause
significant time delays. In neuronal networks [15, 19] de-
lays occur due to the finite propagation times along the ax-
ons or to reaction times at chemical synapses.

In many cases the delays can be considered not as an
undesirable feature of a system, which makes its analysis
more complicated, but rather as an important ingredient al-
lowing to produce desirable functionality [7]. For exam-
ple, it is used for information processing [1], chaos-based
communication [2], fast physical random number genera-
tors [16], pattern generation [21, 26], neural processing of
temporal information [4], etc.

The dynamics of networks of interacting systems with
various interaction delays can often be described by equa-
tions of the form

ẋ j(t) = f j

(
x j(t),

(
xk

(
t − τ jk

))
k∈P j

)
, (1)

where x j(t), j = 1, . . . ,N, denotes the dynamical state of
a node j and P j is the set of its predecessors. That is, for
each k ∈ P j, there exists a link k → j in the network.
The corresponding connection delay is denoted by τ jk and
usually occurs due to the signal propagation time from a
node k to the node j or the processing time of the incoming

signal in node j. We assume that the network is connected
and hence, the number L of links is larger than N − 1.

For a network of N systems, up to N2 different time de-
lays may occur in (1). By allowing several connections
from one system to another, the number of delays can in-
crease even more. This creates immense challenges for the
analysis as well as for the numerical simulation of the sys-
tem, since every single delay may alter the system’s proper-
ties and dynamics significantly [9, 11, 8, 13, 20, 23, 24, 25].
The interaction of several delays is even more complicated
[10, 21, 26, 12, 14] and not fully understood so far.

In [17] we show that the number of different delays can
be reduced. More precisely, any connected network pos-
sesses a characteristic number of delays which is essential
for describing the dynamics. This number of essential de-
lays equals the cycle space dimension C = L − (N − 1)
of the underlying graph and is generically smaller than the
number of distinct τ jk. We show that the essential delays
correspond to generalized roundtrip times along fundamen-
tal semicycles in the network. As a consequence, networks
which have the same local dynamics and the same set of
essential delays can be considered as equivalent from the
dynamical point of view.

2. Delay transformation on a unidirectional ring

As a simple illustration, let us consider a unidirectional
ring of identical systems

ẋ j (t) = f
(
x j (t) , x j+1

(
t − τ j

))
(2)

with inhomogeneous coupling delays τ j. This system is
equivalent to a homogeneous ring where all time delays are
equal to the N-th part of the roundtrip rt =

∑
τ j [5, 20]. To

prove this, we consider a componentwise timeshift, which,
for a solution x(t), t ∈ R, may be written as

y j (t) = x j

(
t + η j

)
, 1 ≤ j ≤ N. (3)

This means, each node is considered in its own time t j =

t + η j and the shape of the solution x(t) is merely shifted
componentwise by this transformation [Fig. 1]. Simple
differentiation of the variables y j (t) shows, that the trans-
formed system satisfies the equations

ẏ j (t) = f
(
y j (t) , y j+1

(
t − τ j + η j − η j+1

))
,
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Figure 1: Illustration of the timeshift transformation (3) for a unidirectional ring (2) of Mackey-Glass elements x j(t),
j = 1, ...,N = 6, as in [6]. The coloring of the j-th row corresponds to the state of the j-th node. (a) A synchronous
periodic solution x(t) = (x1(t), ..., x6(t)) in the case of homogeneous connection delays τ j ≡ τ. (b) The transformed
solution y(t) = (x1(t + η1), ..., x6(t + η6)) with componentwise timeshifts η j such that τ̃ j = τ j+η j+1−η j = 0, for j = 1, ..., 5
and τ̃6 = τ6 + η1 − η6 = 6τ.

where ηN+1 = η1. The only difference between (2) and
(1) consists in the different connection delay times τ̃ j =

τ j + η j+1 − η j. It is possible to choose shifts η j such that
all new delays become the same τ = 1

N rt while their sum
along the ring, the roundtrip time rt = Nτ, is preserved.
Indeed, for any choice of the timeshifts η j we have∑

j

τ j + η j+1 − η j =
∑

j

τ j +
∑

j

η j+1 −
∑

j

η j =
∑

j

τ j.

This means the roundtrip rt is preserved under the trans-
formation (3). This idea was applied in [3, 20] to reveal
the hidden ZN-symmetry in systems of the form (2) and to
study analytically its solutions.

3. Delay transformation for a general system

When the componentwise timeshift (3) is applied to sys-
tems with a more general coupling structure as described
by equation (1), we obtain the transformed system

ẏ j (t) = f j

(
y j (t) ,

(
yk

(
t − τ̃ jk

))
k∈P j

)
. (4)

Again, the difference to (1) only consists in the new delay
times τ̃ jk = τ jk + ηk − η j. To avoid the creation of negative
delays, we demand η j − ηk ≤ τ jk. Under this constraint, we
can prove an equivalence between solutions of the original
system (1) and the transformed system (4). In particular,
there is a natural one-to-one correspondence between the
ω-limit-sets of both systems such that corresponding sets
possess the same type of stability [18].

As a next step we compute possible delay reductions in
simple motifs which might be thought of as building blocks
for more complex networks. This will provide a picture of
the possibilities and restrictions of the reduction method.
Each example consists of one semicycle. This is an undi-
rected cycle of the underlying network graph. The graphs
of the considered motifs are shown in Fig. 2.

4. Motif A

The dynamics on network A are described by

ẋ1 (t) = f1 (x1 (t)) ,
ẋ2 (t) = f2 (x2 (t) , x1 (t − τ1) , x1 (t − τ2)) .

and the transformed system which corresponds to the
timeshifts η1 and η2 possesses the new delays τ̃ j = τ j +

η1 − η2, j = 1, 2. The choice η2 − η1 = τ1 yields τ̃1 = 0 and
τ̃2 = τ2 − τ1 which may be assumed non-negative with-
out loss of generality. This transformed system has only
one connection delay – the second connection being in-
stantaneous now. If the delays are the same, the situation
becomes formally one with only one connection between
both nodes whose delay τ = τ1 = τ2 can be neglected by
the choice η2 − η1 = τ.

5. Motif B

The transformed delays in case of motif B are τ̃1 = τ1 +

η1 − η2, τ̃2 = τ2 + η1 − η3 and τ̃3 = τ3 + η2 − η3. Again,
there exists at least one choice of η j which transforms the
equations to contain only one delay time. If τ = τ1 − τ2 +

τ3 ≥ 0, we can require that all new delays are identical
τ̃1 = τ̃2 = τ̃3 ≡ τ. On the other hand, if τ < 0 then the
previous requirement cannot be satisfied. In this case the
only way to achieve a reduction to one delay is to choose
τ̃2 = −τ. That implies τ̃2 = τ̃1 = 0. Simple calculations
yield five different reductions to a single delay of which
four apply to the case τ ≥ 0 and one to the case τ ≤ 0. In the
case τ = 0 all delays can be eliminated and the equations
are equivalent to an ordinary differential equation.

6. Motif C

Analogously, one can transform the delays of motif C,
τ1, τ2, τ3, and τ4, such that only a single delay τ is needed
to describe the dynamics. There are ten different choices
of timeshifts which lead to such a reduction. The resulting
delays τ̃ j are listed in Table 1 in [17]. Again, we find a
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Figure 2: Exemplary motifs with connection delays. Each
has a cycle space dimension equal to one.

characteristic delay sum τ = τ1−τ2−τ3+τ4 which is most
suitable to describe the possible reductions. There are five
possible reductions for the case τ ≥ 0 and five for the case
τ ≤ 0. In contrast to motif B, if τ , 0 one cannot reduce
the delays in a way that all links hold the same delay.

7. The generalized roundtrip

For each of the motifs A–C, we call the value rt = |τ|
the (generalized) roundtrip. Like the roundtrip which was
mentioned for the unidirectional ring (2), it is a sum of the
delays along a given semicycle. The generalized roundtrip
additionally takes into account the direction of the links
k → j which determines whether the corresponding de-
lays enter the sum as +τ jk or −τ jk. For a given semicycle
c = (ℓ1, ..., ℓk) which is a closed, undirected path along the
links ℓ1, ..., ℓk, we fix an orientation and define the general-
ized roundtrip of c as

rt(c) =

∣∣∣∣∣∣∣∣
k∑

j=1

σ jτ(ℓ j)

∣∣∣∣∣∣∣∣ , (5)

where τ(ℓ) is the delay of the link ℓ j and σ j = ±1 depend-
ing on whether the direction of the j-th link coincides with
the orientation or not. See Fig. 3 for an illustration. Since
the modulus of the sum is taken, it is independent of the
chosen reference orientation. It can easily be checked that
the roundtrip rt(c) is preserved under the timeshift (3) for
any semicycle c.

8. Delay reduction for general coupling topologies

The motifs considered above point to the general result
that the delays on an arbitrary semicycle c can be reduced
to a single delay. It is not always possible to do so by ho-
mogeneously distributing the roundtrip of the cycle along
its links as we have seen for motif A and C. But it is indeed
possible to concentrate the roundtrip delay time on a sin-
gle link. Anyhow, when proceeding from motifs with cycle
dimension one towards more complex coupling topologies,
one has to take into account the interplay between several,
possibly interconnected semicycles. Without going into de-
tails of the proof, we state a result which classifies networks
of the form (1) and provides a normal form which involves
a minimal number of distinct delays. We are able to show
that for any system of the form (1), there exists a spanning
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Figure 3: (a) The generalized roundtrip of a semicycle c
(solid links) is the modulus of the oriented sum of the de-
lays along the cycle’s links [Eqn. (5)]. An orientation is in-
dicated by the red curve and the corresponding weights σ j

by the symbols ’±’. (b) A possible choice for a spanning
tree S is the set of dashed links. Any system of the form
(1) with the depicted topology is equivalent to a system
with instantaneous connections in S . The delay-times rt j

on the fundamental links are equal to the roundtrips along
the corresponding fundamental cycles.

tree S = {ℓ1, ..., ℓN−1} (i.e., a semicycle-free set of N − 1
links) and timeshifts η j, 1 ≤ j ≤ N, such that

(i) connections ℓ ∈ S are instantaneous in the trans-
formed system, i.e.,

τ(ℓ) = 0, for ℓ ∈ S ,

(ii) connections ℓ < S hold a non-negative delay

τ(ℓ) = rt (c(ℓ)) , for ℓ < S ,

where c(ℓ) is the semicycle which is created by adding ℓ <
S to S [Fig. 3].

Consequently, the essential number of delays is equal to
the cycle space dimension C = L − N + 1 of the network.
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