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Abstract—We provide a theoretical framework for in- based on the stochastic dynamical systems theory [1], [5].
vestigating the binocular rivalry model based on the
stochastic dynamical systems theory. ~We adopt the perceptual Stabilization and the Noest Model
stochastic Lyapunov exponent as the criterion for the
stochastic stability of a system. As an application of our In 2007, Noeskt al. provided a theoretical model for
theoretical framework, we show how the stochastic Lyaperceptual stabilization [8]. The Noest model is described
punov exponent can explain the perceptual stabilization ith the following equations,
the model of the binocular rivalry.

dH
T = Xa®) = (L A)Ha() +BAL)
1. Introduction —¥S(H2), 1)
When the. input image of the I.eft eye isff@i_rent from _ T% = Xo(t) — (1 + Ax(t))Ha(t) + BAs(t)
that of the right eye, the recognized image is not a mix- dt
ture of both, but rather it is choosen from one of the in- —yS(H), @)
put images. Furthgrmorg, the recognizeo_l image alternates % = —Au(t) + @S(Hy), ()
between two candidate images stochastically and sponta- dt
neously, even.when the_mput images remain cons';ant. Thls d_Az = —Ao(t) + aS(Ho), (4)
phenomenon is called binocular rivalry. Binocular rivalry is dt

one of the most qseful phenomena for studyin.g Neural CO\W_here the functiorS is a sigmoidal function,

relates of Consciousness (NCC), because it lies at the basis

of fixed visual input stimuli. After the term NCC was pro- Z/(1+2), z>0

posed by Crick and Koch in 1998 (see [4]), the published S(@) = { 0, otherwise

papers on binocular rivalry gradually increased, including

review papers published in 2002 [2], 2006 [12], 2008 [11]X1(Xz) is the imput image of the left (right) eyéi;, called

and 2011 [3]. At this moment, binocular rivalry has be-local field”, corresponds to the membrane potentials of

come one of the attractive research fields for the study &furons which relates to the perceptionXpf Ai(A;) de-

NCC. notes adaptation of the left (right) perception and it is mod-
Since binocular rivalry looks like simply alternation be-€ld as “leaky integrator”. Since the time scalés much

tween two stable recognition states, most of the theoretmaller than one/; and H; are slow and fast variables,

ical studies are based on a model that describes recipf§SPectively. @, 5,y are constant parameters. Wheris

cal inhibition and adaptation. However, there is a phe€dual to zeroH; behaves as a traditional model with re-

nomenon which cannot be explained by such tradition&iProcal inhibition—yS(H;) and adaptatiomy. The input

model. When the input image is intermittently presentedMageX;(t) is not constant, but a function of time, which is

then one image stabilizes for a long time and the time-scafi¢scribed as

is much Igrger than the adaptation.t_ime.—scale. This phe— Xo, 0<t[mod Ton+ Tor] < Tons

nomenon is called perceptual stabilization [9], [7] and it Xi(t) ={ 0. otherwise (6)

cannot be explained by the traditional reciprocal inhibition

and adaptation scheme [11]. In 2007, Noestal. pro- whereX, is the constant amplitude of the visual input.

vided a theoretical model of perceptual stabilization [8]. The Noest model (Eq.(1)—(6)) is a modification of the

However, we still do not have enough knowledge aboutaditional one. They add the neural baseline t6An For

the perceptual stabilization especially from the viewpointhe traditional case, the adaptation for the dominant neu-

of dynamical systems. Especially in the field of binocularon group is always larger than the adaptation for the sup-

rivalry, we have no theoretical criterion on how to measurpressed group. Thus, the dominant group always switches

the stochastic stability. In this report, we show the theoretfor each intermittent changing of the input with period

cal framework for investigating the binocular rivalry modelT,, + Tof;. However, the Noest model balances the strong

®)
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Figure 1: Time-series ofl; (upper panel) andy (lower Figure 2: Time-series ofl; (upper panel) andy (lower
panel) in the reciprocal inhibition and adaptation modelpanel) in the Noest model. ParameteXs:= 1, r = 1/50,
ParametersXo = 1,7 = 1/50,a = 5,y = 10/3, A1(0) = a =5,y = 10/3, A;(0) = 0.03, A(0) = 0.02,H,(0) = 0.1,
0.03, A2(0) = 0.02,H1(0) = 0.1, Hx(0) = 0.2, Ton = 0.5, H2(0)=0.2,Ton = 0.5, Tots = 1,8 = 4/(3a).

Tott =1,8=0.

are described as the following Ito SDE:

adaptation for the domain group with its own baseline. As
a result, the dominant perception persists for a long time dHa(0)
during intermittent input change under appropriate condi-
tions (see Fig. 1). Figure 2 shows the time-series data for
the Noest model, when the input image is intermittently

presented.

2 (X0~ (1 + MO0 + A
~yS(Ha) dt+ ~A AW, (7)

dHa(t)

2 (X0 ~ (1+ Al Ha() + ()

The Noest model can represent the phenomenon of the —yS(Hy)) dt + zAz(t)dV\é, (8)
perceptual stabilization. However, we still do not have T
enough knowledge about the perceptual stabilization espe- dAy(t) (=Aa(t) + @S(Hp)) dt. ©)
cially from the viewpoint of the dynamical system. Espe-  dA(t) (=Ao(t) + aS(Hy)) dt., (10)
cially in the field of binocular rivalry, we have no theoret- ) o ) ) .
ical criteria how to measure the stochastic stability. In thé/neré o is the noise intensity. In this case, the noise
next section, we introduce the stochastic dynamical syl of the right hand side of Eq.(7) and Eq.(8) is
tems theory, which can be a powerful methodology to un_%Ai(t)th wh|ch is multiplicative noise. The correspond-
derstand the stochastic stability in the binocular rivalry. Ing Stratonovich SDE are

dHy(t) fi(H1, H2, A1, A2)
dHx ()| | fa(H1, Ho, A, Ay) N
. . . dA(t)| | fa(H1, Ha, AL AY)
3. Analysis based on Stochastic Dynamical Systems d
TheOI’y 'AQ(I) f4(Hl9 H29 Al, AZ)
0 0 £ 0)(Hyt)
0 0 O Z||Hxt
3.1. Derivation of the Stochastic Lyapunov Exponent 00 0 O Af((t)) odW. (11)
0 0 0 O\AD

In the paper by Noeset al[8], they discuss the case
when a noise term is addedgpwhich is related to the neu- The drift term of the above Ito SDE is the same as that of
ral baseline. The equations of the stochastic Noest modéle Stratonovich SDE in this case.
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The linearized SDE about a sample paffi(t) = 1

(H1(1), H3(1), AL (1), AS(1) " are
oL of  of  oh
dz(t) Wi o A DR Z(t)
dZ(t) g Sk g2 lR Z,(t) . .
dZs (t) = 1%31 g_ng g_;?l g—§ Zs (t) dt+ E 505 7perce;’){1’123’11fwnchmg pefifalpitlu’a(l)rsfgl’jilzzatlon
dZu(t) ot 0f ot 0 Z(t)
il 1 (9H2 3A1 (9A2 X*(t)
0 0 2 0\(Z®
0 0 0 Z(|Z()
0 0 0 of|zs(t|°9 (12) o ‘ ‘ ‘
0 0 0 O\ 1/4 2%%.1.5 12 2#%.0.5 1
Toff
whereZy(t) = Hy(t) — Hi (1), Zo(t) = Ha(t) — H (1), Z3(t) =
Au(t) = A (1), andZy(t) = Ao(t) - A (). . Figure 3: The region of the perceptual stabilization on
_ The maximum Lyapunov exponefy is numerically es- (Tot £, Ton) plane for deterministic Noest model. Right side
timated as from the boundary is the region of the perceptual stabiliza-

tion. ParametersXo = 1,7 = 1/50,a = 5,y = 10/3,

N
/11 ~ ,\lllm Z q(S(nAt)), (13) A1(0) = 003,A2(0) = 002, Hj_(O) = 01, H2(O) = 02
n=1
1 . . .
g(s) = s'As+ EST (B+ BT) s—(s'B9?, (14) 4. Discussion and Conclusion
sTAs = _}(1+ A (s1)? - }d_S(H;)s,ls2 -Hisiss In this report, we showed that the perceptual switching
7 rdH, is more stable than the perceptual stabilization. This con-
+ésl53 - }d_S(H;)QSQ - }(1 + A5)(52)? tradicts our intuition because switching occurs when the
T 7dH; T system becomes unstable. Though our result means that

the perceptual switching is unstable, perceptual stabiliza-
tion is even more unstable. Perceptual stabilization occurs
ds . because the perception of the system is unstably forced to-
+0‘d_|-|2(|_|2)5254 - (s2)", (15) wards one of two perceptions. It seems that the term “per-
ceptual stabilization” is not appropriate from the viewpoint
of stochastic dynamics.
It may be claimed that the stochastic dynamical systems
theory is limited, because it can be used only when we
s'Bs = E(3483 + $%). (17) know the analytical expression of the stochastietien-
T tial equation of the target dynamical system. If we can find
S the limit cycle and its phase resetting curve in the target
3.2. Perceptual Stabilization and Lyapunov Exponent system, thyen it is posslijble to apply ogr method, using ?he

Figure 3 depicts the region of the perceptual stabilizatiofesults in [10].

on (Tott, Ton) plane for deterministic Noest model. Fig- Inthe previous section, we interpreted the absolute value
ure 4 shows the stochastic Lyapunov exponent as functi@f the stochastic Lyapunov exponent as the strength of the
of Toss andT,p. All values of the stochastic Lyapunov ex- stochastic stability. However, usually we only discuss the
ponentl; are negative, but their absolute value@atis. We sign of the Lyapunov exponent, especially for the study
can see thaf,| in the region of the perceptual stabilizationof chaos in a deterministic dynamical system. We have
is slightly smaller than that in the region of the perceptuatlready checked that the absolute value can explain the
switch. It means that the perceptual switch is slightly morstrength of the stability. For example, in the case of Brow-
stable, compared with the perceptual stabilization. Fupian motion on a quartic bistable potential function, the
thermore |1,| takes much smaller values wheR,{s, Ton)  Stochastic Lyapunov exponent is always negative but the
is around the boundary between perceptual stabilizatioabsolute value goes up and down, together with an increase
Around the boundary, the time series transiently shows peh the noise intensity (not shown in this report). It means
ceptual stability but it converges to the perceptual switcthat, for low noise levels, the state detects only one attrac-
(see Fig.5). Since the dynamics is the mixture between twior, but for higher noise levels, the state can detect two at-
different behaviors, the stochastic stability decreases. THt@ctors.

time series also shows that the perceptual switch seems toAt this moment, binocular rivalry has become one of the
be more stable than the perceptual stabilization. attractive research fields for the study of NCC. With the

ds
-Hyss + [—38234 + a——(H})s155 - (s5)°
T de_

5 (B+B)s = Lmsess).  (16)
2 T
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Figure 5: Time-series data bf, andH,. ParametersX, =
Figure 4: Stochastic Lyapunov exponent as function of r = 1/50,a = 5,y = 10/3, A(0) = 0.03, A(0) = 0.02,
Tort andTo¢ ¢ for stochastic Noest model with = 0.001.  H,(0) = 0.1, H,(0) = 0.2, Ton = 0.5, Tors = 0.39, 0 =
Parameters:Xo = 1, 7 = 1/50, @« = 5, vy = 10/3, 0.001.
A1(0) = 0.03,Ax(0) = 0.02,H,(0) = 0.1, H(0) = 0.2.

[4] F. Crick and C. Koch. Consciousness and neuro-
growing interest of applying mechanisms from the brain science.Cerebral Cortex8:97-107, 1988.
dynamics to ICT, studying the stochastic stability of brain
can also be helpful for designing new robust control mecha
nisms in information networks. Apart from its relevance for
neural systems, the alternation between stable states may
serve as a model for contrplling the duty cyc!e in netyvorks 6] C.R. Laing, T. Frewen, and |. G. Kevrekidis. Reduced
of sensors, sub_sets of which _need to se_lectlvely switch ONn " models for binocular rivalry.J. Comput. Neurosgi.
and df, depending on unpredictable environmental condi- 28:459-476, 2010.
tions and strict limitations of energy requirements.

In conclusion, we have provided the theoretical frame-[7] D. A. Leopold, M. Wilke, A. Maier, and N. K. Lo-
work about the analysis of stochastic stability for binocu- gothesis. Stable perception of visually ambiguous
lar rivalry, based on stochastic dynamical systems theory. patterns.Nature Neuroscj.12:39-53, 2002.

We have shown the mathematical procedure to calculate .

the stochastic Lyapunov exponent, step by step, as welt] A- J. Noest, R. van Ee, M. M. Nijs, and R. J. A.
as the application of the methodology to the Noest neuron ~ Van Wezel. Percept-choice sequences driven by inter-
model. Our numerical investigation shows that the stochas- ~"uPted ambiguous stimuli: A low-level neural model.
tic Lyapunov exponent is a useful criterion for estimating ~ J- Vision 7:1-14, 2007.

the stochastic stability of perceptual stability in the case of 9] J. Orbach, D. Ehrlich, and H. A. Heath. Reversibil-
intermittent input images. We have shown that perceptua{ ity of the r,1ecker cubé. i. an examination of the con-

switching is more stable than the perceptual stabilization. cept of "satiation of orientationPercept. Mot. Skills
Before our study, there has been no theoretical criteria how  17-439_458 1963.

to measure the stochastic stability. Therefore our method-

ology can shed new light on the field of the binocular ri{10] K. Pakdaman and D. Mestivier. Noise induced syn-

valry from a theoretical point of view. chronization in a neuronal oscillator.Physica D
192:123-137, 2004.

5] P. E. Kloeden and E. Platen.Numerical solution
of stochastic dferential equations Springer-Verlag,
1992,
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