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Abstract—In order to infer the Gene Regulatory Net-
work (GRN) described by the differential equation, it is re-
quired that the function approximation of a lot of unknown
functions using the time course data of gene expressions.
Recently, the inferring method of the GRN using neural
network had been proposed. We also had been proposed
another method using neural networks that can show the
various results depending on the parameter that defined in
our method. Although our method can show the preferable
results depending on the requirement, it cannot decide the
parameter to show the reasonable result of the inference au-
tomatically. In this paper, we propose the method to decide
the parameter for the GRN inference using our method. In
simulations, the results show that the method can decide
the parameter appropriately, and the reasonable result of
the inference is obtained.

1. Introduction

The Gene Regulatory Network (GRN) shows the sum-
mary of the interaction among genes. In order to infer the
unknown GRN, we use the experimental data from DNA
microarray or other biological experiments. We can con-
sider that the inferring the GRN from gene expression data
is the reverse engineering of the biological systems. The
inference of the GRN is important technique to discover
the principle of the life[1]∼[3].

Recently, various models of the GRN had been pro-
posed. The differential equation model is one of the major
model that can represent the time series dynamics of the
gene expressions. In the differential equation models, the
derivative of each gene expression in the network is defined
by arbitrary function[4]∼[8].

In general, these arbitrary function is unknown, so that
the function approximation of these unknown functions are
required for the inference of the GRN that shown by the
differential equations. The experimental data of gene ex-
pression is used for the function approximation of these
unknown functions. Recently, experimental technologies
such as DNA microarrays are developed and the time
course data of gene expressions can be easily obtained.
Then it is assumed that the inference of GRN with differen-
tial equation is achieved by function approximation by the
time course data of gene expressions.

The method using neural networks had been proposed to
infer the GRN that descried by the differential equations[6].
We also had been proposed another GRN inference method
using the neural networks[9]. In our method, the valid reg-
ulations among genes are decided through a lot of trials of
the inference using neural networks with the majority rule.
Where we assumed that the frequently inferred regulations
in the trials are valid regulations. Under this assumption,
our method show the valid regulations by determining the
threshold of the inferred frequency.

The merit of our method is that the characteristics of the
result depends on the threshold of the inferred frequency.
In order to obtain a preferable result, our method vary the
threshold depending on the requirement. However, in our
proposed method, the threshold of the frequency is consid-
ered as a parameter, and we cannot decide the threshold
automatically. Therefore, the method does not suitable for
the purpose to show the reasonable result of the inference
automatically.

In this paper, we propose the method to decide the
threshold automatically. This can be considered as the sup-
plement of our proposed GRN inferring method[9]. In sim-
ulations, our method is applied to the inference of an arti-
ficial GRN model and SOS network of the Escherichia coli
bacterium. From the results, it is shown that our method
can show the reasonable result of the GRN inference.

2. Inference of the Gene Regulatory Networks using
the Neural Networks

2.1. The inference method by the Neural Network

In the differential equation model of the GRN, the
derivative of the gene expression Xi is formulated as fol-
lowing differential equations.

dXi

dt
= Gi (X1, X2, . . . XN) . (1)

Where Gi (X1, X2, . . . XN) is an arbitrary unknown func-
tion and we assumed that the target GRN has N genes, i.e.,
i = 1, 2, . . . ,N. Therefore, in the differential equations
model, determining N unknown functions G1,G2, . . . ,GN

enables the calculation for the dynamical characteristics of
gene expressions.
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The GRN inference is achieved by the function approx-
imation of G1,G2, . . . ,GN . In the method using neural
networks[6], these function are approximated using the
neural networks with expression data of each gene in the
GRN.

To show the regulations among genes in the GRN, we
have to derive them from a set of approximated functions
Gi. To derive the regulation, the conventional method uses
the sensitivity coefficient S i that is defined as follows.

S i( j) =
∂

∂X j

(
dXi

dt

)
=
∂Gi(X1, . . . , XN)

∂X j
(2)

The sensitivity coefficient S i( j) represents an influence
of the gene expression of jth gene to that of ith gene.
Where the sensitivity coefficients is time varying. How-
ever, in general, the presentation of the static regulations
among genes are required to the GRN. According to the
method in the conventional study[6], the positive and neg-
ative sensitivity coefficient, S p

i ( j) and S n
i ( j), are calculated

as follows. These are considered as an averaged value of
the positive and negative sensitivity coefficients.

S p
i ( j) =

1
T

T∑
k=1

p
 ∂Gi

∂X j

∣∣∣∣∣∣
tk

 , (3)

S n
i ( j) =

1
T

T∑
k=1

n
 ∂Gi

∂X j

∣∣∣∣∣∣
tk

 , (4)

where,

p(x) =
{

x if x > 0
0 otherwise , (5)

n(x) =
{

x if x < 0
0 otherwise . (6)

Where, T is a number of time course data that is pre-
sented to the neural network for the function approxima-
tion, and tk is the time that the kth data is sampled. Note
that the sensitivity coefficient, S i( j) = ∂Gi

∂X j

∣∣∣∣
tk

, is calculated
using the parameters in learned neural network that approx-
imate the function Gi.

According to the S p
i ( j) and S n

i ( j), we can infer that
the regulation between the jth gene to the ith gene is
TRUE or FALSE. In the case that the regulation is TRUE,
we can also infer that the regulation is either positive
regulation(acceleration) or negative regulation(repression).
These judgments for the inference is based on some user
defined criteria. In this study, we use the criteria that had
been shown in the conventional study[6].

2.2. Adopting the majority rule to the method using the
neural networks

The result of the inference using the neural network in-
cludes the error depending on the accuracy of the function
approximation. Also, it is well known that the expression

data from experiments include a lot of errors, and this will
becomes a cause of the error in inference. Therefore, it
can be considered that the perfect inference is impossible,
so that the improvement of the accuracy of the inference
is considered as the problem of GRN inference. Also, the
accuracy of the inference cannot evaluate by simple crite-
rion. Thus, the valuable result of the inference will vary
depending on the various requirements.

Under these assumptions, we had proposed the GRN in-
ference method using neural networks adopting a majority
rule[9]. The merit of our method is that the method can
show a preferable result for the requirement depending on
the parameter. The procedure of our proposed algorithm is
summarized as follows.

1. Approximate the function of the differential equation
model given by eq.(1) using neural networks with the
measured time course data.

2. Infer the gene regulatory network using sensitivity co-
efficients calculated from approximated function.

3. Repeat the procedure of 1) - 2) for sufficient number
of trials.

4. Count the frequency of the regulation that inferred as
TRUE for every possible regulation.

5. The regulation which is inferred more than the thresh-
old is assumed to be a proper regulation.

2.3. Characteristics of the sensitivity and the specificity
of inferred GRN

The inferred GRN is evaluated using the sensitivity, S n,
and the specificity, S p, as criteria to show the plausibility of
the inferred network. These criteria are defined as follows.

S n =
T P

T P + FN
. (7)

S p =
T N

FP + T N
. (8)

Where, TP, FN, TN and FP are the numbers of regula-
tions that is true-positive, false-negative, true-negative and
false positive, respectively. In other words, S n shows a de-
gree of correctly inferred regulations, and it doesn’t depend
on the incorrectly inferred regulations. On the other hand,
S p shows how few the incorrect regulations is in the in-
ferred network, and it doesn’t depend on the number of the
regulations that is not inferred incorrectly.

For example, if the result of the inference shows that all
the possible regulations are TRUE, S n and S p would be-
come 1 and 0, respectively. On the contrary, in the case
that no regulations are inferred, they would become 0 and
1, respectively. If the GRN is inferred perfectly, both S n

and S p become 1. However, as we mentioned above, the
perfect inference is almost impossible. In the case that the
inference is not perfect, we often cannot determine the bet-
ter inference from a set of S p and S n.
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Figure 1: 10-gene artificial GRN model. The GRN is de-
fined by the S-system

In the previous paper[9], we considered that the thresh-
old of the frequency is a parameter of our method, and the
characteristics of the threshold were showed, that is, the
large threshold gives large specificity, and small threshold
gives large sensitivity. To consider these characteristics,
our method can show the preferable results of inferring de-
pending on the requirement. However, our method cannot
decide the threshold automatically.

In the next section, we show the results of our GRN
inference method, and describe the method to decide the
threshold that gives reasonable result automatically.

3. Examples and the decision of the parameter

3.1. The inference of the artificially defined GRN

In this section, we show the simulation results of the
GRN inference by our method and describe the method to
decide the threshold of the inferred frequency. In this sim-
ulation, we assume that the 10-gene artificial GRN model
shown in the Fig.1 is the target network of the inference.
This GRN is defined by S-system, which is given by,

dXi

dt
= αi

N∏
j=1

Xgi, j

j − βi

N∏
j=1

Xhi, j

j (i = 1, 2, . . . ,N). (9)

Where the αi, gi j, βi, and hi j are the parameters, and they
are defined corresponding to the regulations shown in the
Fig.1, appropriately. In the simulation, the gene expression
data generated by S-system is used for the GRN inference.

Figure 2 shows the histogram of the number of regula-
tions for each inferred frequency, where the number of the
trials of inference is 100. In Fig.2, the results of the fitting
with quadratic polynomial curve is also shown. As shown
in Fig.2, the inferred frequency shows clustered distribu-
tion. A lot of regulations are clustered in the range of low
frequency and a few regulations are clustered in the range
of high frequency. To decide the threshold automatically,
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Figure 2: The histogram of the number of regulations for
each inferred frequency and the fitting curve. The number
of the trials of the inference is 100.

Table 1: The proper threshold and the threshold given by
the proposed method

trials the proper threshold by proposed method
50 30,31 31
100 55∼70 63
250 166,167 140
500 338∼355 348

1000 669∼697 584

we assumed that the threshold is set to the minimum of the
fitting curve.

Table 1 shows the proper threshold and the threshold ob-
tained by proposed method. Where the proper threshold
is empirically decided from the result of the simulation.
Comparing to the proper threshold, the proposed method
can give same or similar threshold. However, some of the
threshold obtained by our method has small difference to
the proper threshold.

Then we evaluate the sensitivity and the specificity of
the inferred GRN by our proposed method. Table 2 shows
the S n and S p of the inferred GRN using the threshold by
our method and the proper threshold in Table 1. As shown
in the Table 2, almost the same results of S n and S p are
obtained even if the threshold that decided by our method
has some differences to the proper threshold. Therefore, it
is considered that the threshold decided by our method can
give a reasonable result of the inference.

3.2. The inference of SOS network by DNA microarray
data

In this section, we show the simulation results to apply
our method to the practical example. Figure 3 shows the
SOS network of the Escherichia coli bacterium, and we as-
sumed that the GRN is the target network of the inference
in this section. Note that each regulation in the SOS net-
work is revealed by various results of experiment, and we
referred to the conventional studies[7][8] to obtain the SOS
network shown in Fig.3.
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Table 2: The sensitivity and the specificity of inferred GRN

by proper threshold by proposed method
trials S n S p S n S p

50 0.98324 0.80952 0.98324 0.80952
100 0.97765 0.80952 0.97765 0.80952
250 0.98324 0.80952 0.97765 0.80952
500 0.98883 0.80952 0.98883 0.80952
1000 0.98883 0.80952 0.97765 0.80952

Figure 3: SOS network of the Escherichia coli bacterium

This target network is inferred by our method using the
DNA microarray data[10]. Where, the number of the trials
of the inference is 100. From the results of the inference
by our method, we obtained the results that S n and S p are
0.750 and 0.667, respectively. Where, the reasonable result
using the empirically decided threshold is S n=0.833 and
S p=0.667. Therefore, we can know that the threshold of
the frequency is decided almost appropriately.

To compare with the major conventional methods, we
show S n, S p, TP, TN, FP, and FN of the inference results
from the conventional methods in Table 3. Actually, the
results of our method cannot show the superiority to the
other method. However the results shown in the Table 3
are almost equal and we consider that our method has sig-
nificance as alternative method of the GRN inference.

4. Conclusion

In this study, we showed the method to decide the pa-
rameter for the gene regulatory network inference by our
method using neural networks. In the simulations, we
showed that the results of the inference of artificially de-
fined 10-genes GRN and SOS network of Escherichia coli
bacterium. The simulation results showed that the method
gives the reasonable result of the GRN inference.
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