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Abstract—
To establish reliable communication between end users,

alleviation of the congestion of packets in the communica-
tion networks is the most important problem. As one of the
effective routing methods for reliable communication, we
have proposed a routing method with chaotic neurodynam-
ics, and another routing method with memory information.
For recent works on the routing packets, a packet generat-
ing rate is used to evaluate the routing method for the com-
munication networks. Thus, we evaluate the effectiveness
of the routing method with the memory information using
the packet generating rate in this paper. By using memory
information effectively, packets are spread into the com-
munication networks, achieving a higher performance than
the conventional routing method for the complex network
topology.

1. Introduction

To improve the capability of the communication network
in carrying a large volume of data traffic, we need effec-
tive routing methods which can reduce drastically the con-
gestion of the communication network. Recent works in
the development of routing methods have evolved along
two basic ideas. The first one is the selection of paths
for transmitting packets based on only local information
of the communication network such as degree information
[1]. The second idea is to utilize global information such
as the shortest distance information of the communication
network. Yan et al.[2] proposed a routing method using
both the distance information and the degree information.
Kimura et al. proposed a routing method using neural net-
works with stochastic effects[3].

To alleviate the packet congestion, one of the possible
methods is to prohibit the transmission of the packets to an
adjacent node to which the packets just have been trans-
mitted for a while. From this view point, a routing method
with chaotic neurodynamics is proposed in [4, 5, 6]. In
the chaotic routing method[4, 5, 6], a refractory effect,
which is an important characteristic in nerve membrane[7]
and produces the chaotic neurodynamics plays a key role:
it memorizes a past routing history. Using the refrac-
tory effect or the past routing history, the chaotic routing
method shows high performance for several types of com-

plex networks such as the randomized networks[3], the
small-world networks[8], and the scale-free networks[9].
In addition, based on the idea of the past routing history, a
routing method with memory information is proposed[10].
Then, the routing method with memory information is eval-
uated by the model of the computer networks in which the
fixed number of packets is flowing[10]. However, for re-
cent works on the routing of the packets[11, 12], an order
parameter is used to evaluate the performance of the rout-
ing method. For example, a packet generation rate is in-
troduced to clarify the phase transition point between the
free-flow state and the congested state[11, 12]. Then, in
this paper, we evaluate the routing method with memory
information for the computer networks in which the packet
generation rate is introduced. Obtained results indicate that
the packet routing history is very effective for the routing
of the packets. In addition, the routing method with the
memory information[10] shows the similar performance as
compared to the routing method in which the waiting time
of the adjacent nodes is incorporated[11, 12].

2. Communication network model

We take an unweighted and undirected graphG =
(V, E) as the network model, whereV is the set of nodes
andE is the set of links. Each node represents a host and
a router in the network, and each link represents a physical
connection between two nodes. All the packets are trans-
mitted to their destinations according to the first-in-first-out
principle. Sources and destinations of the packets are ran-
domly selected using uniformly distributed random num-
bers. To construct the communication networks, we assign
to each node a processing capability,Ci. The processing
capability of theith node is defined byCi = 1 + λBi,
where0 < λ ≤ 1 is a controlling parameter. The process-
ing capability corresponds to the the maximum number of
transmitting packets at a time. In this paper, we setλ to
1.0.

3. Packet routing method with memory information

To realize the routing method with the memory informa-
tion, we defined a state of the node described as follows;
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yij(t + 1) = ξij(t + 1) + ζij(t + 1), (1)

where

ξij(t + 1) = β

(

dij + djg(pi(t))
∑Ni

k=1(dik + dkg(pi(t)))

)

, (2)

and,

ζij(t + 1) = α

t
∑

γ=0

kγ
r xij(t − γ)

= αxij(t) + krζij(t − 1). (3)

In Eq.(2),β is a controlling parameter,Ni is the number
of the adjacent nodes of theith node,pi(t) is a packet trans-
mitted from theith node at thetth time,g(pi(t)) is the des-
tination ofpi(t), dij is the static distance between theith
node and thejth adjacent node anddjg(pi(t)) is the short-
est distance between thejth adjacent node andg(pi(t)). In
Eq.(3),α is a scaling parameter of the memory informa-
tion,kr is a decay parameter, andxij(t) is the transmission
history of thejth adjacent node at thetth time, i.e.,

xij(t) =

{

1 (min(yij(t + 1)),

0 (otherwise).
(4)

If yij(t + 1) of the jth adjacent node takes the small-
est value among all theNi adjacent nodes, a packet at the
ith node is transmitted to thejth adjacent node. Then, the
transmission history of thejth adjacent node,xij(t), is up-
dated according to Eq.(4).

4. Performance Evaluation of the Chaotic Routing
Method

To evaluate the performance of the routing method with
the memory information, we compared it with two kinds of
conventional routing methods. The first one is the shortest
path approach which is commonly employed by communi-
cation networks. The second one is a gain routing method.
The gain routing method uses the distance information and
the waiting time at adjacent nodes which is defined as fol-
lows;

ξ′ij(t + 1) = β

{

H

(

dij + djg(pi(t))
∑Ni

k=1(dik + dkg(pi(t)))

)

+(1 − H)

(

qj(t)
∑Ni

k=1 qk(t)

)}

, (5)

with qj(t) being the number of accumulating packets of the
jth adjacent node at thetth time. The other parameters in
Eq.(5) are the same ones defined in Eq.(2). We note that

in equation (5), the first term expresses the distance from
theith node to the destination of the packet through thejth
adjacent node and the second term expresses the number of
packets that are being accumulated at thejth adjacent node.
H in Eq.(2) decides the priority between the first term and
the second term. If Eq.(5) of thejth adjacent node takes
the smallest value among all theNi adjacent nodes, i.e.,
thejth adjacent node is the closest to the destination of the
packet and has the smallest number of accumulated packets
in its buffer, a packet at theith node is transmitted to the
jth adjacent node.
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Figure 1: Relationship between the number of iterations
and an average arrival time of the arriving packets at each
iteration (T (t)) for (a)ρ = 0.1 and (a)ρ = 0.4.

Numerical simulations are conducted as follows. An op-
timal adjacent node is selected using Eqs.(1) –(4), and the
packets are simultaneously transmitted to their destinations
at every node. We set the parameters in Eqs.(2)–(4) as fol-
lows: β = 4.0, α = 0.1 andkr = 0.9. We repeat the node
selection and the packet transmission,I, for I = 1, 000.
We conducted30 simulations to average the results. Be-
cause it has already reported that the packet-based com-
puter networks have the scale-free property, we used the
scale-free networks as the structure of the computer net-
works.

To evaluate the performance of the routing methods, we
use the packet generating rate,ρ (0 ≤ ρ ≤ 1), an average
arrival time of the arriving packets at each iterationT (t),
and the total number of the arriving packets,Na. Based on
the packet generating rate,D packets are generated at each
iteration. The number of generated packets at each iteration
using the packet generating rate,ρ, is defined as follows;
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Figure 2: Relationship between the number of generated packets (D) and an average arrival rate of the packets (A) for (a)
the number of nodesN = 50 and (b)N = 100.
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Figure 3: Relationship between the number of generated packets (D) and the total number of the arriving packets (Na)
for (a) the number of nodesN = 50 and (b)N = 100.

D = ρ

N
∑

i=1

Ci, (6)

with Ci being the processing capability andρ is a control-
ing parameter. In addition, an average arrival rate of the
packets,A, is defined as follows;

A =
1

Ng

T
∑

t=1

Na(t), (7)

with Ng being the total number of the generated packets
andNa(t) being the number of the arriving packets at the
tth iteration.

First, we evaluate the average arrival time of the arriving
packets at each iteration,T (t) by the shortest path approach
(SP), the gain routing method (Gain), and the memory rout-
ing method (Memory) for the scale-free networks. Figure
1 shows the average arrival time of the arriving packets at
each iteration (T (t)). In Fig.1, although the average arrival
time by the shortest path approach, the gain routing method
and the memory routing method show similar performance

(Fig.1(a)), the average arrival time by the shortest path ap-
proach increases if the packet generating rateρ increases
(Fig.1(b)). In addition, the gain routing method shows the
shortest arrival time of the arriving packets among all the
routing methods. The reason why the average arrival time
by the gain routing method becomes shorter is that the gain
routing method uses the waiting time information at the ad-
jacent nodes.

Figure 2 shows the average arrival rate of the packets by
the shortest path approach (SP), the gain routing method
(Gain) and the memory routing method (Memory) for the
scale-free networks. In Fig. 2, the gain routing method
(Gain) and the memory routing method (Memory) keep
higher average arrival rates of the packets (A) if the pack-
ets generation rate (ρ) increases as compared to the shortest
path approach (SP).

Figure 3 shows the total number of the arriving the pack-
ets by the shortest path approach (SP), the gain routing
method (Gain) and the memory routing method (Memory)
for the scale-free networks. In Fig. 3, the gain routing
method (Gain) and the memory routing method (Memory)
transmit more packets to the destinations as compared to
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the shortest path approach (SP).
Clearly, as the congestion of the packets is alleviated in

the case of the gain routing method and the memory routing
method, the packets can be transmitted to the destinations
using various routes even if the flowing packets become
large in the scale-free networks. Further, the memory rout-
ing method uses the distance information and the memory
information for routing the packets. Those information are
possessed by each node, namely, the adjacent information
such as the waiting time at the adjacent nodes is not used
in the memory routing method. If the routing method uses
the adjacent information, each node needs to communicate
with the adjacent nodes to exchange the information, and
the flowing packets increases by these exchanging. On the
other hand, the memory routing method effectively selects
the paths for routing the packets by the memory informa-
tion without exchanging of the information between the
nodes.

5. Conclusions

In this paper, we study the routing method with memory
information which works to select the paths for the packets
by eliminating the traffic congestion. The obtained results
indicate that the memory routing method shows similar per-
formance as compared to the routing method which uses
the distance information and the waiting time information
for routing the packets. The advantage of the memory rout-
ing method is that the memory routing method does not use
the adjacent information such as the waiting time at adja-
cent nodes for routing of the packets. Thus, the memory
routing method has much possibility to apply into the real
communication networks because the exchanging of the in-
formation between nodes is not necessary in the memory
routing method.

In our future work, the use of memory information may
be combined with consideration of the use of cellular au-
tomata for congestion elimination. In addition, an order pa-
rameter may be used to indicate the phase transition point
between free state and congested state for the network.

The research of T.K. was partially supported by a Grant-
in-Aid for Young Scientists (B) from JSPS (No.23700180).
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