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Abstract—One of image segmentation methods, the
snake algorithm, is realized using Cellular Automaton (CA).
In this study, we propose CA based Pixel Level Snakes
(PLS) which utilizes curvature of active contour. In the
original snake algorithm, contractile force is determined by
curvature of active contour, so our proposed method fol-
lows the original concept. For the calculation of curvature,
the local curvature counting algorithm is used. This al-
gorithm is based on CA, and therefore this method can be
easily implemented CA dedicated hardware, CAM2. The
experimental result shows that our proposed method can
obtain equal or better performance than the previous one.
The number of the CA rule for the proposed method is less
than previous one, so it makes the implementation more
easier and processing speed faster. That is advantage of our
method.

1. Introduction

Image segmentation is one of key issues in the computer
vision discipline. The active contour method or snake algo-
rithm is one of the image segmentation methods [1]. Pixel
Level Snakes (PLS) [2, 3, 4, 5] is a kind of snake algorithm.
In PLS, the development of the active contours are gov-
erned by a balance of two forces which are from an internal
energy and an external potential in each pixel. This PLS
algorithm is based on Cellular Neural Network (CNN) and
can be processed in parallel. So it can be implemented on
parallel processing machines. In Ref. [2, 3, 4, 5] PLS was
implemented on Cellular Neural Network (CNN) dedicated
machine.

We implemented PLS on our parallel processing
machine, Cellular AutoMata on Content-Addressable
Memory(CAM2) [6], in previous works [7, 9]. CAM2 is
basically developed as a hardware dedicated engine for Cel-
lular Automaton (CA), so we modified the PLS algorithm to
process with CA. CA based approach consists of a sires of
simple CA rules. CAM2 was developed as a CA dedicated
hardware engine. So, it is possible that the CA based PLS
realizes real-time image processing on CAM2.

The CA rules for PLS, however, has no physical back-
ground, so that is a drawback of this method. Especially,
the force from curvature of the contour is empirically de-
fined. In this paper we propose the PLS algorithm based
on the curvature of the contour. For the calculation of the
curvature, the local curvature counting algorithms [10] is
utilized. This algorithm is CA based method, so this is
also easily implemented on CAM2. The force which re-
quired for evolution of the active contour is calculated by
the curvature. It makes physical meanings more clear, so

improvement of the performance can be expected.
This paper is structured as follows. In Sec. 2, the CA

based PLS algorithm is illustrated. The local curvature
counting algorithms and the proposed algorithm utilizing it
is introduced in Sec. 3. The experiments are demonstrated
in Sec. 4. Finally, this paper is concluded in Sec. 5.

2. CA based PLS

Snake algorithm is an image segmentation method in im-
age processing [1]. In snake algorithm, a closed curve suc-
cessively deforms according to an external potential from
an image and an internal energy of the active contour, and
finally, the curve stops at the object contour of the image. In
the motion of the snake, internal energy is calculated from
the curvature and the stretchiness of the curve.

Pixel level snakes (PLS) is evolved version of original
snake algorithm [2, 3, 4, 5]. In PLS, two forces from the
internal energy and the external potential are calculated,
and taking balance between these two forces, the motion of
the curve is determined in the pixel level.

The PLS algorithm [2, 3, 4, 5] is based on Cellular Neu-
ral Network (CNN) [8]. CNN is a kind of neural network
whose connectivity is only restricted among adjacent cells.
In Ref. [2, 3, 4, 5], PLS was implemented on CNN dedicated
hardware, and this implementation achieved high-speed par-
allel processing.

The CA based PLS algorithm is realized by three state
CA. The three states correspond to the three types of cells,
and first, second, and third state is assigned to the cells
on contour, the cells in inner region, and the cells in outer
region, respectively. A closed curve moves taking balance
between two forces caused by internal energy and external
potential.

In PLS process, the two forces are compared by the fol-
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Figure 1: Conceptual scheme of CA based PLS
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Figure 2: Forces for north

lowing equation,

a · Fint − Fext , (1)

where Fint is force by internal energy of the contour, Fext is
force caused by external potential, and a is a scale parameter.
The value of Fint is given by CA rule, and Fext is calculated
by taking absolute value of the gradient of the processing
image. The conceptual scheme of CA based PLS is depicted
in Fig. 1. In Fig. 1, Fint is compared with the force Fext,
and if Eq. 1 is greater than 0, then the center cell in Fig. 1
changes into contour cell.

2.1. CA rules for PLS

In Ref. [9] we proposed CA based PLS. This consists
of rules which define the Fint and thinning and connectivity
rules for active contour. The rule for Fint contains two types:
forces in vertical and horizontal directions and diagonal
direction. We illustrate these rules in following part of this
section.

Forces in vertical and horizontal directions

The forces for vertical and horizontal directions are
shown in Fig. 2. In Fig. 2, the labels of the cells mean
the states of the cells. The labels are assigned to the states
as shown in Tab. 1. In Fig. 2, only north direction is shown,
and the other directions can obtain by rotating these rules.

Figure 2 (a) shows the force caused by the membrane
energy. This force represents the contract force to resist the
stretch of the contour. We assign a weak force (Fint = 1)
to this kind of force. Figure 2 (b) and (c) show the force
caused by the thin plate energy, which weighs its resistance
to bending. The bending in Fig. 2 (c) is sharp, thus the force
Fint is stronger than (b).

Forces in diagonal direction

The force for northwest is shown in Fig. 3. The meanings
of the labels are shown in Tab. 1. The forces of the other
diagonal direction can be obtained by rotating this rule.
This force is from the membrane energy.

Thinning rule

When the contour evolve by the forces, the line width of
the contour broadens. The excess contour must be removed

3

Fint=1

6

5

5

Figure 3: Forces for northwest

Table 1: Label assignment to CA state
Label Assgned state

outer cell
contour cell
inner cell

3 outer or contour cell
4 outer or inner cell
5 contour or inner cell
6 all kinds of cell

to keep the line width thin. Thinning rule is shown in Fig. 4.
As shown in Fig. 4, the contour cell which is not next to the
inner cell transits to the outer cell.

Connectivity rule

In PLS, a continuity of the contour pixels must be guar-
anteed. For this purpose, if an discontinuous point is en-
countered, the algorithm have to modify it to maintain the
connectivity. The rule for connectivity is shown in Fig. 5.
This rule means if a outer cell is next to a inner cell in
horizontal or vertical direction, this cell is replaced with a
contour cell.

3. Local curvature counting algorithms

The drawback of the above mentioned method is that
it has no physical background, especially the force Fint is
empirically defined. In original snake algorithm [1] this
value is determined from curvature of the contour, so our
algorithm should be modified to be based on the curvature
of active contours. In this study, we utilize local curvature
counting algorithms [10] to estimate curvature of the con-
tour. The local curvature counting algorithm is a curvature

3

3

Figure 4: Thinning rule.
Self-state is contour cell
and no inner cells in neigh-
bor cells.

Figure 5: Connectivity
rule. Self-state is outer cell
and more than one inner
cell in north, east, south,
and west cells
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Figure 6: Curvature estimation

estimate method with CA. In next section, we will introduce
the local curvature counting algorithms.

Local curvature counting algorithms [10] is a method
which estimates curvature with CA. Using the estimated
curvature, the internal force Fint can be determine and the
active contour evolve with the above mentioned scheme.
Curvature is approximated with the number of the inner
cells which contains in 8 neighbor cells. Figure 6 shows
examples of calculating curvature using this algorithm. In
Fig. 6, the labels of the cells mean the states of the cells.
The labels are assigned to the states as shown in Tab. 1. In
Fig. 6 the number of the inner cells are also shown.

The force by internal energy Fint is defined by following
equation.

Fint = Nneigh − Ni ,

where Nneigh is the number of neighbor cells and Ni is the
number of inner cell among neighbor cells. In this paper
Nneigh is assumed to be 8 in all cases. In Fig. 6 the calculated
values of Fint using Eq. 3 are also depicted in each case.
Note that the value defined here is not an absolute value
but a relative value. In our algorithm, Fint is multiplied by
scaling parameter a to adjust the balance of force with Fext.

The number of rules of the curvature based method is less
than the previous method. So it can be easily implemented
on CAM2, and the processing speed will be faster.

4. Experiments

The performance evaluation of CA based PLS was con-
ducted. We picked up 7 images from the Berkeley Seg-
mentation Dataset and Benchmark (BSDS) [11]. BSDS
supplies 200 images for training and 100 images for test
with answers by manual segmentation. In this paper the
answer data is referred to as FG data. In the evaluation, we
try two method, namely, the method proposed in previous
work [9] and the one based on the local curvature counting
algorithm.

After segmentation process, matching between processed
data and FG data is quantitatively evaluated. For this pur-
pose we use F-measure as a figure. We define the two figure
‘Precision’ and ‘Recall’ to define the F-measure.

Precision =
TP

TP + FP
(2)

Recall =
TP

TP + FN
(3)

Here, TP is a number of pixels which is identical to FG data
among contour pixels, FP is a number of pixels which is
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Figure 7: The maximum value of F-measure

(a) Image (b) FG

Figure 8: Test image of bluebird

not identical to FG data among contour pixels, and FN is
a number of pixels which is not identical to contour pixels
among segment pixels in FG data. Precision indicates the
ratio of the correct pixels to contour pixels, and Recall
indicates the ratio of correct pixels to segment pixels in FG
data. F-measure is defined as a harmonic mean of these two
figures, and its formula is as follows.

F − measure =
2 · Precision · Recall
Precision + Recall

(4)

The F-measure of 7 images from BSDS is illustrated in
Fig. 7. In Fig. 7 the data processed by both the previous
method and the curvature counting method is shown. The
experimental result depends on the parameter a, so we con-
ducted the experiments with the value of 0.1, 0.2, 0.3 and
0.4 for a. In Fig. 7, the maximum values of F-measure
among various values of a are shown.

From the experimental result, it can be seen that the
proposed method can obtain equal or better performance
than the previous one.

Next, the details of experimental result is shown. The
image ‘bluebird’ and its FG data is shown in 8 (a) (b),
respectively. The CA based PLS was applied to this image
with the value of a as 0.1, 0.2, 0.3 and 0.4. The processed
images with the previous and the curvature based method
are shown in Figs. 9 and 10, respectively. The values of
F-measure are shown in Fig. 11.

In Fig. 11 we can see that the F-measure largely changes,
depending on the value of a. The value of a which gives
the maximum value of F-measure depends on images, so it
is required to determine the value of a for each image. It
was also observed that relatively high value of F-measure- 574 -



a = 0.1 a = 0.2

a = 0.3 a = 0.4

Figure 9: Processed image with the previous method

a = 0.1 a = 0.2

a = 0.3 a = 0.4

Figure 10: Processed image with the proposed method

is taken for the sharp contrast image such as the image
bluebird.

5. Conclusion

A CA based PLS algorithm based on curvature of active
contour is proposed. For the estimation of curvature the lo-
cal curvature counting algorithm is utilized. This algorithm
is also based on CA, so the proposed method can be easily
implemented on CAM2. Comparing the proposed method
with the previous CA based PLS algorithm, the proposed
method can obtain equal or better performance than the
previous one. Taking into account of the easiness of imple-
mentation on CAM2, the proposed method has advantage
over the previous one. The implementation of the proposed
method on CAM2 is a future work.
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