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Abstract—Although incentive systems are effective for
resolving social dilemmas, most studies consider interac-
tions with no structures. This unnatural assumption is
worth a loosen for dealing with real situations. Group-
ware, for example, is an effective form of media for knowl-
edge sharing and active open communication. How should
groupware in which vast amounts of beneficial content are
provided and active discussion be designed? The behavior
of information in such a medium resembles social dilemma
games because users voluntarily post beneficial informa-
tion that creates media values. Here, we show the evolu-
tion of cooperation in social dilemma games with incentive
systems on networks. Our results reveal that spatial struc-
tures tend to prevent from promoting cooperative regimes
and that a scale-free network can promote the cooperation
while even a complete network cannot in specific parame-
ters.

1. Introduction

Groupware is an effective form of media for knowledge
sharing and active open communication. However, a player
who participates in groupware has an incentive to free-
ride on contributions of others whereas only beneficial in-
formation creates media value. Using public good game
framework, cooperative behavior corresponds to provid-
ing beneficial contents on groupware, and non-cooperative
behavior corresponds to not providing them. It is well-
known that defective regimes are dominant in public good
games. This theory suggests that actual groupware might
provide incentives to encourage cooperative behaviors be-
cause they have appropriate contents. One of the effective
systems to encourage cooperative behaviors in the public-
goods game is meta-sanctions games. While Toriumi et al.
[11] show that cooperative regimes are dominant in several
meta-sanctions games, they assume that participants in a
groupware play in a complete network. However, the rela-
tionships via an official or unofficial communication chan-
nels in a real groupware do not form such a complete net-
work. Here, we deal with meta-sanctions games on several
social networks and analyze an influence of such structures
on the evolution of cooperation using agent-based simula-
tions.

2. Related Works

Many researchers continue to focus on the evolution of
cooperation in public-goods games. Some have granted
sufficient ability to those playing public-goods games to re-
member their direct experiences [3] or indirect experiences
[7] using tags [9] or reputation systems [8].

Other researchers [1] [6] have devised another sort of
game that promotes cooperation by explicitly incentivizing
players. Rewards and penalties are important incentives
for the evolution of cooperation [2]. Galan [5] exposed the
vulnerability of the meta-norms game proposed by Axelrod
[1]. They demonstrated its dynamics with different types
of selection mechanisms and concluded that meta-norms
cannot be sustained in wide parameter spaces for long runs.

We address a meta-sanction game that integrates re-
ward, punishment, meta-reward, and meta-punishment
[10][4][11]. Using this game, we capture a bird’s-eye view
of the effect of meta-sanctions (rewards and punishments)
on the evolution of cooperation.

3. Meta-Sanctions Games

3.1. Public-goods Games

Here, we defined cooperative behavior as C, and defec-
tive behavior as D. When users cooperate, they incur costs.
Let κ0 be the cost for C, let ρ0 be the benefit for other users,
and let N0 be the number of other linked users who coop-
erated. For simplicity in our model, D users do nothing
without any cost, and the other users get nothing. The pay-
off of the cooperators is represented as −κ0 + ρ0N0, and the
expected payoff of the defectors is represented as ρ0N0.

3.2. Generalized Meta-Sanction Games

A sanction system is a scheme that promotes coopera-
tion in public-goods games. Rewarding cooperators and
punishing non-cooperators are external incentives for play-
ers who cooperate in the games.

We employ a generalized meta-sanction game
[10][4][11] as a generalized model of the sanctions
in public-goods games. This scheme is an extension of
Axelrod’s meta-norms game [1] and devises not only
punishments of defects but also the configurations of- 34 -
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Figure 1: Meta-sanction game

meta-sanctions, including punishments and rewards. The
original generalized meta-sanctions game do not employed
network structures.

The following six systems are the sanctions in our meta-
sanction game:

• Punishment of defectors (System P)
• Reward for cooperators (System R)
• Punishment of free-riders who punish defectors (Sys-

tem PP)
• Reward for punishers who punish defectors (System

PR)
• Punishment of non-rewarding of cooperators (System

RP)
• Reward for rewarders who compensate cooperators

(System RR)

Since those who play meta-sanction games incur costs
and accrue benefits for their actions, we set parameters. As
mentioned in Section 3.1, a cooperator pays κ0 in a public-
goods game, and all of the connected players receive ρ0. κ1
is the cost when performing System P and the cost when
performing System R. Likewise, κ2 is the costs when per-
forming Systems PP, PR, RP, and RR. The benefits of sanc-
tions ρ1, and ρ2 are defined using the same rule. Since these
costs and benefits include not only pecuniary matters but
also psychological aspects, κt < ρt is possible.

3.3. Basic Framework of Meta-Sanction Game

As shown in Fig. 1, a meta-sanction game has trilam-
inar parts that consist of the part of a public-goods game
in which the player strategies are defect and cooperate. In
a first-order sanction game, the player strategies are pun-
ishing defectors and rewarding cooperators. In part of a
second-order sanction game, the player strategies are pun-
ishing free-riders for using first-order sanctions and re-
warding first-order sanction performers.

We define all 25 possible configurations of meta-
sanction games in Fig. 2. The name of the game type
represents the system name of the deepest level of sanc-
tions. System B is defined as a game with both Systems

Figure 2: 25 possible configurations of meta-sanction
games

P and R at the same level of sanctions. For example, the
PB+R-type game has Systems P, R, PP, and PR.

3.4. Simulation Procedure

We set a model that consists of N agents as users in a
groupware system. The simulation flow proceeded as fol-
lows:

1. Public-goods game phase: Each agent plays the
public-goods game and either provides benefi-
cial knowledge (cooperation=C) or does nothing
(defect=D).

2. First-order sanctions phase: Each agent decides
whether to perform first-order sanctions on the
actions of all linked agents in the public-goods game
phase.

3. Second-order sanctions phase: Each agent decides
whether to perform second-order sanctions on the ac-
tions of all linked agents in the first-order sanction
phase.

4. Learning phase: Each agent evolves his own strategy,
as explained below.

Each agent repeatedly plays the meta-sanction game and
evolves its own strategy to maximize profit in the learning
phase. By analyzing our model, we clarified what types
of game structures are likely to facilitate cooperation. See
details in Toriumi et al.[11].- 35 -



Table 1: Network Index

Nodes Links L C r R2 γ

Complete Network 20 200 1.000 1.000 - - -
Random 168 1680 1.956 0.117 -0.020 0.020 -

Small World 168 1680 2.344 0.543 -0.018 0.153 -
BA 168 1625 2.003 0.227 -0.051 0.715 -1.652

CNN 168 1680 2.669 0.586 0.010 0.517 -0.554
Facebook Network1 168 1656 2.425 0.557 0.084 0.503 -0.597

Table 2: Payoff Parameters

ρ0 = 1.0 κ0 = 1.0
ρ1 = 0.5 κ1 = 0.5
ρ2 = 0.25 κ1 = 0.25

4. Meta-Sanctions Game on Complex Networks

In this paper, we consider the meta-sanctions games on
complex networks as shown in Table 1 and reveal that net-
work structures give an influence on the evolution of coop-
eration.

In Table 1, ”Node” represents the number of nodes,
”Links” represents the number of links, ”L” represents
the average path lengths, ”C” represents the cluster coef-
ficients, ”r” represents the assortativities, ”R2” represents
the power-law determination coefficients, and ”γ” repre-
sents the power indexes.

5. Simulation Results

Using an agent-based simulations, we perform the meta-
sanctions games on six complex networks shown in Section
4. Table 2 shows payoff parameters of the model.

Figures 3 to 8, respectively, show the cooperation rates
on a complex network, a random network, a small-world
network, a BA network, a CNN network, and a Facebook
network. On the one hand, cooperation regimes never
emerge on the complex, random, regular, and small-world
networks in a condition shown in Table 2. This is consistent
with the result of Toriumi et al.[11]. On the other hand, our
simulation reveals that cooperation regimes dominate on
the BA, CNN, and Facebook networks. The latter networks
have a common feature; their structures have a power law
distribution. An important insight of our simulation is that
a meta-sanctions game on a power law network can expect
to reach cooperative regimes while it cannot on even a com-
plete network.

6. Conclusion

In this paper, we test that the cooperation rates depend
on the network structure in a meta-sanctions game. As a
result, a meta-sanctions game on a power law network has
a path to cooperative regimes in a specific parameter while
it cannot on the other types including a perfect graph.

Future works will clarify some specific features on a net-
work structure that contribute promoting cooperation.
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Strong reciprocity, human cooperation, and the en-
forcement of social norms. Human nature, 13(1):1–
25, 2002.

[4] Toriumi Fujio, Yamamoto Hitoshi, and Okada Isamu.
Influence of payoff in meta-rewards game. Com-
putational Intelligence and Intelligent Informatics,
18(4):616–623, 2014.

[5] Jose Manuel Galan and Luis R Izquierdo. Ap-
pearances can be deceiving: Lessons learned re-
implementing axelrod’s’ evolutionary approach to
norms’. Journal of Artificial Societies and Social Sim-
ulation, 8(3), 2005.

[6] Martin A. Nowak. Evolving cooperation. Journal of
Theoretical Biology, 299(0):1 – 8, 2012. Evolution of
Cooperation.- 36 -



Figure 3: Result of complete network

Figure 4: Result of random network

Figure 5: Result of small-world network

[7] Martin A Nowak and Karl Sigmund. Evolution of
indirect reciprocity. Nature, 437(7063):1291–1298,
2005.

[8] Hisashi Ohtsuki and Yoh Iwasa. Global analyses
of evolutionary dynamics and exhaustive search for
social norms that maintain cooperation by reputa-
tion. Journal of theoretical biology, 244(3):518–531,
2007.

[9] Rick L Riolo, Michael D Cohen, and Robert Axelrod.
Evolution of cooperation without reciprocity. Nature,
414(6862):441–443, 2001.

[10] Fujio Toriumi, Hitoshi Yamamoto, and Isamu Okada.
Why do people use social media? agent-based sim-
ulation and population dynamics analysis of the evo-
lution of cooperation in social media. In Proceed-
ings of the The 2012 IEEE/WIC/ACM International
Joint Conferences on Web Intelligence and Intelligent
Agent Technology-Volume 02, pages 43–50, 2012.

[11] Fujio Toriumi, Hitoshi Yamamoto, and Isamu Okada.

Figure 6: Result of BA network

Figure 7: Result of CNN network

Figure 8: Result of Facebook network

Exploring an effective incentive system on a group-
ware. Journal of Artificial Societies and Social Simu-
lation, 19(4), 2016.

- 37 -


