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Abstract—'1'he ad hoc mode of IEEEK 802.11 is an-
alyzed 1n the context of node distributions which are
typical in widely distributed mulii-hop ad hoc net-
works. We show that when nodes are spread out
the transient dynamical behavior of coalescence can
be quite complicated, resulting in (i) long times for
stabilization of communications and (ii) dead-lock to
asynchronous TSF times, in certain situations. Such
dynamical behaviours should be considered when de-
signing and implementing communication algorithms,
including routing algorithms, at higher layers.

1. Introduction

T'here 18 increasing interest in using |EEE 802.11
WLAN cards to set-up ad hoc networks for PC and
PDA. Here we discuss a problem with the MAC layer
that has been overlooked by researchers working on
ad hoc network issues at higher layers; the problem
of cell coalescence. 'I'he ad hoc mode of IEEE 802.11
supports the formation of independent cells (IBSS) in
the absence of an access point. It has a mechanism
for autonomous cell creation and association to handle
start-up and new nodes joining a cell. However, it was
intended primarily for use with compact cells, where
all nodes can hear each other. It has not been studied
in the context of node distributions which are typi-
cal in widely distributed multi-hop ad hoc networks.
We show that when nodes are spread out the transient
behavior of coalescence can be quite complicated, re-
sulting in (i) long times for stabilization of communi-
cations and (ii) dead-lock to asynchronous TSF times,
in certain limiting but natural situations.

2. Critical case: Merging of two cells

We claim that coalescence times in multi-hop net-
works can be characterized using the prototypical case
shown in the inset of Fig. 1, which shows the merg-
g of two overlapping cells. We assume that initially
they have the same group identity (SSID) and chan-
nel but different cell identity (BSSID). This is a sit-
uation which often occurs in practice, for example in

and around buildings, when nodes move in the inter-
mediate area where they can hear transmissions from
both cells.

According to 802.11, when a node hears the bea-
cons from nodes with the same SSID but an later
time (TCF) it will change its own BSSID and TCF to
match. The fairness of random beacon transmissions
should guarantee that eventually all nodes adopt the
same BSSID and TCF. However, the transient time
depends on the details of the dynamics of beacon gen-
eration. Beacons are typically generated within an in-
terval which i1s only a traction of the beacon period.
When power-saving is adopted, all but one node (the
node which last sent a beacon) go to sleep between bea-
con generation intervals. In the worst case, the beacon
generation intervals of the two cells are initially com-
pletely out of sync (anti-phased) and each time the
mtermediate node transmits a beacon only one new
node is pulled into coalescence (sync). A rough esti-
mate gives the average time required for coalescence
to be of order 2N X T, where N is the number of
nodes in each cell and 7T i1s the beacon interval. For
example, for N = 20 this could be as long as 40 beacon
intervals, or 4 secs for a 100[ms| beacon interval. This
means that coalescence times could be longer than the
period of Hello packets used in conventional ad hoc
routing protocols.

Such estimates can be verified by a rigorous analysis
using a probabilistic distribution of coalescence times.
In Fig. 1, the rough estimate, rigorous estimate, and
direct simulation results ! of coalescence times are
plotted, where they show a perfect agreement. In the
rigorous estimate a linear increase of coalescence time
holds for all N below a certain critical node number
N* ~ 80. Beyond this N*, coalescence time increases
as (N — N*)? with 8 ~ 2.5, which reflects nonlinear
increase of beacon collision probability. Details of this
analysis will be presented elsewhere.

1 Here, in the simulation the beacon generation window W is
set to 62, and 50000 trials are carried out with random initial
conditions of backoff-timer for each node.
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Fig.1 Coalescence time versus node number for the
coalescence of two separate compact cells (IBSS) via a
node which is within range of both. Beacon generation
intervals in the two cells are assumed to be initially out
of phase (in anti-phase).

3. Dead-lock to asynchronous states in merg-
ing of multiple cells

As opposed to the case of merging independent cells,
another consideration is required for a larger spatially
extended cell, where its size exceeds the transmission
range of each node as shown in the inset of Fig. 2.
For this case, if a node with the same SSID but a later
time (TCF) is moved into the cell from another one, its
BSSID and TCF 1s propagated among other nodes and
eventually the global sync (coalescence) is expected.

However, such coalescence process should be more
complicated because multiple coalescence pathways
exist at the same time. To analyze this dynamical
process, we employed the same simulation protocol of
the merging two-cell case, to randomly distributed N
nodes as shown in the inset of Fig. 2. Here, a newly
introduced node is positioned at random in the cell for
each simulation. As in the merging two-cell case, bea-
con generation intervals of the cell and a newly joined
node are set to be anti-phased, to consider the worst
situation.

Then, our simulations lead to the following observa-
tions:
(1) As shown in Fig. 2(a) propagation of the later TSF
time ( time updates ) proceeds quickly among sparcely
distributed nodes or nodes near the boundary ot the
cell, and then time updates slowly proceed for nodes
around the center of the cell.
(i1) Such separation of fast and slow propagation is en-
hansed as the beacon packet length increases, and as
shown in Fig. 2(b) the coalescence time becomes quite
long (~ 10s) if the packet length is over 21 slots.
(111) Furthermore, if the packet length is not less than
the beacon generation window (31 slots in this case).
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Fig.2 (a) Process of TSF time updates in a larger
cell with randomly distributed nodes. The arrow (<)
shows the propagation direction of TSF time updates.
(b) Coalescence time versus transmission range R of
each node for five different beacon packet length.
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Fig.3 Dead-lock patterns of TSF timers obtained for
N =62,

cases not converging to global coalescence are ob-
served, depending on the choice of N, R and the dis-
tribution of nodes. Detailed analysis for these cases
shows that a certain group (or groups) of nodes keep
the original TSF time and their time cannot be up-
dated from other nodes due to constant colhisions of
beacon packets.

To elncidaie the essential mechanism of this dead-
lock generation, we made systematic simulations for
the array of nodes (as opposed to the original ran-
domly positioned nodes). In the simulation, we fix the
normalized distance between adjacent nodes to 1 and
systematically change N from 6%(= 36), 49, ..., to
100. For each array defined above, the (normalized)
transmission range f2 i1s also systematically changed
from 1 to /N (the edge length of the array). In this
way, the size N and the range R dependency of coa-
lescence time can be analyzed.

The insets (a),(b),(c), and (d) in Fig.3 are examples
of these pattern, which are obtained for N = 6% and
(a) R = 3.8,4.0,44,46,48, (b) R = 5.0,5.2,(c)R =
5.4,5.6,5.8,6.0,6.2,6.4,6.6, and (d) R = 3.0,3.2,3.4,
respectively? .

The reason why these patterns (a),(b), and (¢) block
the global coalescence process can be explained by the
fact that the four nodes at the corner of the array have
been already synchronized but independently trans-

2 The probability of generating these patterns is obtained as
(a) 85.4, 85.4, 55.4, 50.2, 50.0 %, (b) 13.7, 9.8 %, (c) 4.3, 4.3,
1.8,0.12, 0.26, 0.20, 0.01 %, and (d) 0.4, 0.3, 0.4 %, respectively
for 50000 trials.

mitting beacons simultaneously as they are out of their
transmission ranges each other.

The pattern (d) in Fig. 3 has a somewhat different
structure. However, the mechanism of blocking global
coalescence is the same to patterns (a), (b), and (c).
and this can be proved easily. Although we have fo-
cused on the case of N = 67 in the above analysis,
other patierns found for larger N are turned out to
have the same mechanism in the above cases.

In the above analysis, the power-saving mode,
namely awake-sleep cycles is assumed, which is an 1m-
portant factor of designing sensor networks. Here,
we consider how such power-saving mode affects the
dead-lock pattern generation. For this purpose we
performed the same simulation for the N nodes array
(N = 36,...,100) as well as the randomly positioned
nodes but with no awake-sleep cycles; we assumed all
nodes are always awake, and 10° trials are made in this
simulation. The result shows that all of dead-lock pat-
terns observed in the above power-saving case cannot
be observed. (However, certain exceptional dead-lock
patterns are observed with 0.1% probability.)

As opposed to the random initial condition in the
simulation, we set the dead-lock paiterns (a-d) as the
itial condition, respectively. For these cases, all pat-
terns are maintained and keep blocking the global co-
alescence. Thus, the power-saving mode is supposed
to be an essential factor in self-organizing dead-lock
patterns, although it is important in designing adhoc
networks.

4. Discussion

The details of convergence depend on many factors,
including the topology and the initial distribution of
TCF, and dispersion of clock frequencies, the effect of
collisions and other packets errors, which could cause
nodes to miss beacons resulting in even longer coa-
lescence times. Moreover the coalescence time will be
larger for larger networks. For example, if the network
consists of a chain of M clusters, then the convergence
time may Increase by factor of M . However, the pro-
totypical case presented in Fig. 1 provides an effec-
tive basis for estimating the coalescence times in more
complicated cases.

For the spatially extended case of Fig. 2, multiple
coalescence pathways make the dynamics more com-
plex. In the worst case, dead-lock patterns are self-
organized which means 802.11 MAC protocol does not
function properly.

T'he need to dynamically form and sustain cells at
the MAC level 18 a major difference from wired net-
works. Our analysis shows that these dynamies should
be considered when designing and implementing com-
munication algorithms, including routing algorithms,
at higher layers.
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