
MAP Code Acquisition Shows Superiority of
Bologna Codes in a Class of Multiuser CDMA

Systems
Tahir Abbas Khan∗, Nobuoki Eshima†, Yutaka Jitsumatsu∗ and Tohru Kohda∗

∗Department of Computer Science and Communication Engineering, Kyushu University, Fukuoka-812-8581, Japan
Email: {tahir, jitsumatsu, kohda}@kairo.csce.kyushu-u.ac.jp,

† Department of Medical Information Analysis, Oita University, Oita-879-5593, Japan, Email: eshima@oita-med.ac.jp

Abstract— A maximum a posteriori probability (MAP) code
acquisition scheme is proposed which utilizes all the available
information by exploiting stochastic properties of spreading
codes. Application of this method shows: i) code acquistion
superiority of Bologna codes (Markov codes having eigenvalue of
the transition probability matrix λ =

√
3 − 2) over independent

and identically distributed (i.i.d.) codes in chip-asynchronous
multiuser systems, when acquisition time is fixed and ii) com-
parsion of Markov codes with different values of λ shows that
code acquisition performance is best for Bologna codes.

I. I NTRODUCTION

It was reported in [1] that bit error rate (BER) performance
of Bologna codes1 was superior to i.i.d. random codes as well
as Kasami and Gold codes in singleuser asynchronous (in
this paper the term asynchronous implies chip-asynchronous
systems) direct sequence (DS) CDMA systems. This result
was supported by several following papers [3]–[5]. However,
all these contributions assumed that synchronization between
the transmitter and receiver has already been established. The
process of synchronization comprises of code acquisition,
by which time delay between received signal and locally
generated signature waveform is brought within a fraction of
a chip, and tracking, which performs fine-tuning and delay
is further reduced. Code acquisition is of crucial importance
in DS/CDMA systems. Spreading code sequences have noise-
like properties so correct demodulation is not possible if syn-
chronization is off even by one chip. Thus, performance of a
DS/CDMA system depends both on BER and synchronization.
Without comparing the synchronization performance it was not
possible to declare whether Bologna codes were better than
i.i.d. ones. Synchronization issue was discussed in [6] and [7]
using conventional acquisition methods and performance was
observed to be unaffected by type of code in singleuser case.

Multiuser detection (MUD) schemes can significantly im-
prove BER performance of CDMA systems [8]. In [9], using
a parallel interference canceller, BER performance of Bologna
codes was shown to be better than i.i.d. codes in asynchronous
environment. Superiority of Bologna codes in MUD systems,

1This fact was pointed out by researchers from Bologna university, thus,
Markov codes havingλ =

√
3 − 2 are referred to as Bologna codes [2].

in terms of synchronization performance, was not yet estab-
lished. Using data and timing estimates of already synchro-
nized users, which are available at base station, multiple access
interference (MAI) can be cancelled before code acquisition
(see Fig. 1) thus improving timing accuracy [10]–[13]. In
[10]–[12] coventional code acquisition is performed after MAI
cancellation. We proposed a scheme based ona posteriori
probability calculation for chip-synchronous systems in [13]
and for asynchronous systems in [14]. The method proposed in
[14] had a flexible acquisition time without any upper bound
and the stress was on acquiring signal with a theoretically
guaranteed minimum probability of correct acquisition. In
certain practical applications, acquisition has to be performed
after a fixed time. In such case, MAP algorithm proposed
in this paper will be more suitable. Conventional acquisition
schemes show performance to be independent of code type.
However, we apply proposed algorithm for both Bologna
and i.i.d. codes and the computer simulations’ results show
higher correct acquisition probability for Bologna codes. The
proposed method has also been applied for acquisition of
Markov codes having different values ofλ (eigenvalue of
transition probability matrix). Computer simulations show that
performance of Markov codes havingλ =

√
3 − 2, i.e.,

Bologna codes is superior to others.

II. SYSTEM MODEL

Consider a baseband DS/CDMA system with spreading
factorN andJ users. LetTc be the chip time,n(t) be additive
white Gaussian noise. Data and SS code signals ofj-th user
be,

dj(t) =
∞∑

p=−∞
dj

puT (t − pT ), (1)

Xj(t) =
∞∑

q=−∞
Xj

quTc(t − qTc), (2)

whereuD(t) = 1 for 0 ≤ t < D, uD(t) = 0 otherwise and
dj

p, X
j
q ∈ {+1,−1}. The received signal is given by

r(t) =
J∑

j=1

dj(t − tj)Xj(t − tj) + n(t), (3)
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wheretj is the the time delay ofj -th user. We have assumed
a coherent receiver and all users are transmitting with equal
powers. LetT denotes the time period of one data symbol
such thatT /Tc = N andTc = 1. Purpose of code acquisition
process is to find the code chip corresponding to time delaytj
where0 ≤ tj < T. Components of data sequence are assumed
to be equi-probable, i.i.d. binary random variables i.e., Prob.
(dj

p = +1) = Prob. (dj
p = −1) = 1/2. Code sequences

are generated by mutually independent Markov chains whose
components are equi-probable. Ifλ be the eigenvalue, other
than 1, of transition probability matrix, for1 ≤ i, j ≤ J and
n, m ≥ 0

EXi [Xi
n] = 0,

EXiXj [Xi
nXj

m] =
{

λ|m−n| if i = j,
0 otherwise ,

(4)

where EZ[.] denotes expectation with respect to the distri-
bution of Z. It is clear that i.i.d. codes may be regarded as
a special case of Markov codes whenλ = 0. SupposeZi

n

models thei -th correlator’s output (i -th user is target user) at
time instantn. Then, ignoring channel noise

Zi
n =

∫ nTc+T

nTc

r(t)Xi(t−nTc)dt = Si
n +

J∑
j=1,j �=i

Ii,j
n . (5)

The correlator output is composed of desired signal plus self-
interferenceSi

n of i-th user and MAIIi,j
n due to thej-th user.

III. PREVIOUS RESULTS

Let J be the total number of users in the system out of
which, K are already synchronized andL are new users yet
to be synchronized. Using SS codesXj , data estimateŝdj and
timing estimateŝtj of already synchronized users1 ≤ j ≤ K,
their signals are subtracted from total received signal and the
residual signal is

s(t) = r(t) −
K∑

j=1

d̂j(t − t̂j)Xj (t − t̂j). (6)

Assumet̂j = tj i.e., perfect timing estimates. Any error in
data estimation of already synchronized users will increase
variance of correlator output.

It has been shown in [3] that in asynchronous system,
variance of normalized MAI per user is

ED[V arX [Ii,j
n /

√
N ]] = σ2

I =
2
3
.
1 + λ + λ2

1 − λ2 , (7)

whereED denotes expectation with respect to data. Explicit
expression for variance of normalized self-interference is given
in [16]. However, if we average that variance over time, for
non-synchronization chip, it can be regarded as one more user
contributing to MAI. Thus,

ED[V arX [Si
n/

√
N ]] = σ2

S =
2
3
.
1 + λ + λ2

1 − λ2
. (8)

Let p = �(n − tj)/N� wheren meansn-th time instant,1 ≤
j ≤ K, j �= i and

M1 � {j|d̂j
p �= dj

p, 1 ≤ j ≤ K}, (9)

M2 � {j|d̂j
p+1 �= dj

p+1, 1 ≤ j ≤ K}. (10)

If σ2
H1

denotes subtracted correlator output variance corre-
sponding to synchornization chip andσ2

H0
denotes the variance

otherwise, it has been shown in [14] that

σ2
H1

= σ2
I(L − 1 + 2m), (11)

σ2
H0

= σ2
H1

+ σ2
S . (12)

wherem = |M1|+ |M2| (|A| means cardinality of setA) and
0 ≤ m ≤ 2K from independence of data.

From [14], expectation of normalized MAI with respect to
codes isEX [Ii,j

n /
√

N ] = 0. Regardingti to be uniformly dis-
tributed between−1/2 ≤ ti ≤ 1/2, expectation of normalized
self-interference corresponding to synchronization chip is

EX,Ti [S
i
n/

√
N ] =

3 + λ

4

√
N, (13)

and corresponding to the non-synchronization chip is

EX,Ti [S
i
n/

√
N ] = 0 as N → ∞ (14)

whereTi is a random variable forti . Normalized correlator
output Yn = Zi

n/
√

N (superscripti has been ignored for
simplicity) follows density functionsfH1 (y; σ2

H1
) when n is

the synchronization chip andfH0 (y; σ2
H0

) otherwise, given by

fH1 (y; σ2
H1

) =
1
2

nor (y; µ, σ2
H1

)+
1
2

nor (y;−µ, σ2
H1

), (15)

fH0(y; σ2
H0

) = nor (y; 0, σ2
H0

), (16)

where,y is a realization ofY , nor (y; u, σ2) = 1/
√

2πσ2 exp(−(y − u)2/2σ2
)
, σ2

H1
is given by (11),σ2

H0
by (12) andµ

by (13).

IV. A CQUISITION METHOD

Code acquisition is a hypothesis testing problem where
correct hypothesis, i.e.,synchronization cell is denoted asH1

while others, i.e.,non-synchronization cells asH0. Correla-
tion is performed between the incoming and local signals
for different chip delays and a function, known as detector,
declares hypothesisH1. Then code tracking loop is started to
achieve fine tuning. In one type of conventional acquisition
methods, correlation values for all chip delays are stored
in memory and the chip corresponding to highest value is
declared asH1. In the other type, an energy detector compares
each value of the correlation function with a threshold; if
found greater, acquisition is declared otherwise, next correlator
output is examined [15]. In both cases, only the information
of current chip is used. Other chips which have already been
examined and found to beH0, if their information is exploited,
acquisition performance can be improved.

Let b(n, x , p) denotes a binomial distribution defined as

b(n, x, p) =
(

n
x

)
(1 − p)n−xpx. Then, at a particular chip
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interval, probability of m synchronized users having data
estimation errors isb(2K , m, p) (from independence of data),
wherep is the BER of synchronized users. When acquisition
starts, synchronization chip is uniformly distributed with prob-
ability 1/N. After observing correlator output at time instant
n, when k-th chip is the synchronization chip, conditional
probability of corresponding chip beingH1 is given by the
following joint density function

ϕ(yn | k) =
n∏

t=0
t�=k mod N

AH0 (yt | m)×
n∏

t=0
t=k mod N

AH1 (yt | m)

(17)

where

yn = y0, y1, ..., yn−1

AH1 (y | m) =
2K∑

m=0

b(2K, m, p)fH1(y; σ2
H1

) (18)

AH0 (y | m) =
2K∑

m=0

b(2K, m, p)fH0(y; σ2
H0

). (19)

Strictly speaking (17) requires independence, which is true for
the chip-synchronous case, but in asynchronous system, corre-
lator outputs will not be independent. However, for sufficiently
large integerNJ (N is codelength andJ is the number of
users), covariance is very small which is neglected and (17) is
applied for both i.i.d. and Markov codes. Furthermore, it was
observed that in asynchronous case, sampling once per chip,
sometimes it was not possible to detect the synchronization
chip. Sampling more than once per chip would introduce
correlation and evaluation by (17) would be inaccurate. Thus,
two parallel correlators operating independently with a time
difference ofTc /2 (see Fig. (2)) are used. After a fixed time,
(17) is evaluated for correlator 1 and correlator 2, for each
possible delay and MAP algorithm will declare the chip having
maximum value asH1.

SIMULATION RESULTS

Computer simulations are performed with spreading factor
N = 63, new usersL =1 and already synchronized users
K =10, 20,. . . , 40. Code acquisition is declared after two
data periods in the favour of chip having maximum value
given by (17). The channel is assumed to have a single
path. Knowledge of system BER is required which is given
by the Q-function of SINR (signal-to-interference and noise
ratio) whereQ(x) = 1√

2π

∫ x

−∞ exp
(
−u2

2

)
du. i.i.d. codes are

generated by one dimensional chaotic maps proposed in [17].
Fig. 3 shows that correct acquisition probability of Bologna

codes is always higher than i.i.d. codes and the performance
difference increases steadily with the number of already
synchronized users. We have also performed simulations for
Markov codes having different values ofλ and results are
presented in Figs. 4, 5, 6 and 7. It can be seen that in all
cases correct acquisition probability is highest forλ =

√
3−2

showing the code acquisition superiority of Bologna codes.

Fig. 1. Base station model using MAI cancellation

Xi(t-nTc) nTc+T

∫ Zi1,n

nTcr(t)

X0.5T
c

i(t-nTc) nTc+T

∫ Zi2,n

nTc

Fig. 2. Two correlators operating independently with time difference of
0.5Tc

V. CONCLUSIONS

MAP code acquisition in asynchronous MUD system shows
superiority of Bologna codes over i.i.d. codes when acquisition
time is fixed. Furthermore, performance of Bologna codes is
found to be superior to other Markov codes having different
values of λ. We have considered a simple channel model
consisting of a single path. The more practical case of multi
path channels will be considered in future research.
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