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Abstract—In wireless sensor networks, flooding is used
in diffusing advertising messages, control messages, and
so on. If forwarding nodes which perform the flooding are
properly selected from all the wireless sensor nodes, the
messages can be efficiently diffused. Also, if plural for-
warding node sets are obtained and these sets are switched
periodically, the load balancing of each wireless sensor
node can be realized. This paper proposes a method using
a discrete-valued neural network for solving this problem.
Through numerical simulations, we confirm the effective-
ness of the proposed method.

1. Introduction

In Wireless Sensor Networks (WSNs), the status of
large-scale observation area can be measured remotely,
by constructing impromptu networks and using multi-
hop wireless communication between each wireless sensor
node [1, 2]. The wireless sensor nodes collect the status
information around them, and transmit it to a sink node.

In WSNs, flooding is used in diffusing advertising mes-
sages, control messages, and so on. The flooding is real-
ized by broadcasting the messages from each wireless sen-
sor node to its neighbor wireless sensor nodes. A wireless
sensor node receiving the messages transmits them also
by performing the flooding. By repeating in this manner,
the messages are diffused to all the wireless sensor nodes.
However, it is not needed that all the wireless sensor nodes
perform the flooding. By properly selecting Forwarding
Nodes (FNs) which perform the flooding, the massages
can be efficiently diffused to all the wireless sensor nodes.
Then, the energy consumption of the wireless sensor nodes
without performing the flooding can be saved.

In our previous works, a flooding scheme using a neural
network has been proposed [3]. In this scheme, each wire-
less sensor node is represented by a neuron element, each
established 1-hop link between the neighbor wireless sen-
sor nodes is represented by a neuron coupling. Then, the
WSN is represented by a neural network. As each neuron
decides a firing state, the corresponding node becomes an
FN. Each neuron refers to the history of the internal states
of the neuron itself and of the firing state of its neighbor
neurons. This scheme can also obtain plural different FN

neurons. By switching the FN sets periodically, the load
balancing of each wireless sensor node can be realized.

If the calculation of each neuron can be implemented
on each wireless sensor node, autonomous-distributed con-
trol can be realized. However, in the conventional scheme,
the internal states of each neuron are represented by real
numbers. It is hard to implement on simple hardware, be-
cause the circuit amount of memory elements and calcula-
tion units becomes large.

This paper proposes a flooding scheme using a discrete-
valued neural network. In this scheme, each neuron has
integer-valued internal states, and calculates them by in-
teger units. Therefore, the hardware costs for the imple-
mentation of the neurons can be saved. For a WSN model
as a test environment, the simulation experiments are per-
formed. We evaluate the performance about the number of
selected FNs and the load balancing of each wireless sensor
node. Also, we investigate a proper bit-length for the rep-
resentation of each neuron. The proposed scheme can be
easily implemented on simple hardware, keeping the per-
formance compared with the conventional scheme.

2. A Selection Problem for Forwarding Node Sets

In Wireless Sensor Networks (WSNs), flooding is used
in diffusing advertising messages, control messages, and
so on. As a simple flooding scheme, each wireless sensor
node receiving messages broadcasts them to its neighbor
wireless sensor nodes at once. By repeating in this man-
ner, the messages are diffused to all the wireless sensor
nodes. However, it is not needed that all the wireless nodes
perform the flooding. By properly selecting Forwarding
Nodes (FNs) which perform the flooding, the massages can
be efficiently diffused. We refer to it as a selection prob-
lem for FNs. In addition, specific FNs continue to per-
form the flooding, only their energy consumption becomes
large. Therefore, plural FN sets are obtained and they are
switched periodically. Then, the load balancing of each
wireless sensor node can be realized. We refer to it as a se-
lection problem for plural FN sets. For solving these prob-
lems, we have proposed a flooding scheme using a neural
network [3]. However, in the conventional scheme, the in-
ternal states of each neuron are represented by real num-

sets by repeating the update of the internal states of tl_lel7 4)§rs. It is hard to implement on simple hardware.



3. A Flooding Scheme Using a Discrete-Valued Neural
Networks

In this section, a flooding scheme using a discrete-valued
neural network is proposed. Each wireless sensor node is
represented by a neuron element. Each established 1-hop
link between the neighbor wireless sensor nodes is repre-
sented by a neuron coupling. Let the bit-length of each
internal state value be N. The dynamics of the i-th neuron
is described by
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where x; is a binary-valued output, and y;, &;,17; and {; are N
bit integer-valued internal states. Note that &;, 7; and ¢; al-
ways take positive values, they can be memorized by (N—1)
bit in fact. D; is an index set of the neighbor neurons (wire-
less sensor nodes) of the i-th neuron. S(-) is an activation
function, and L(-) is a saturation function. The parameter
values are fixed based on power of two, which can be cal-
culate by simple addition and shift operations. The sum-
mation operations in Egs.(3) and (4) are realized only by
counting the neighbor nodes and the neighbor FNs, respec-
tively. If the i-th neuron output x; = 1, the neuron is said to
be fire.

By regarding a firing neuron as an FN, the autonomous-
distributed decision of FN sets can be realized. In this pa-
per, in order to decide FN sets so that all the wireless sensor
nodes can certainly receive messages, the following deci-
sion algorithm is used.

1. Let all the sensor nodes be undecided nodes UNs.

2. Let a sink node be a forwarding node FN.

3. Calculate distance ry; between each UN; and each FN;.
4. Find UNs satisfying ry; < Ry.

5. Change the found UNs into receiving nodes RNs.

6. If all the UNs become RNs or FNGs, finish this algorithm.
7. Calculate distance ry; between each RN, and each UN,.
8
9

. Find RNs with neighbor UNs satisfying Rg < ryy < Ry.

Figure 1: A solution obtained by the greedy scheme (Num-
ber of FNs: 33)

Table 1: Simulation parameters for a WSN model.

Area size (0,0) ~ (1000,1000)
Location of a sink node (500,0)
Number of wireless sensor nodes 400
Transmission range Ry 150
Exception range Rg 100

10. Change the selected RN be a forwarding node FN.
11. Goto 3.

In the above algorithm, k and [/ are the indexes of the wire-
less sensor nodes. Ry and Ry are the parameters of trans-
mission range and exception range, respectively.

Note that in the conventional scheme, each internal state
is represented by real numbers without using the saturation
function L(-), and the sigmoid function is used as the acti-
vation function S (-) [3]. This is a kind of the chaotic neu-
ral network models for solving combinatorial optimization
problems [4, 5].

Also, note that a greedy scheme without using the neu-
ron dynamics can be constructed if the step 9 in the above
algorithm is replaced with the following.

9’. Select an RN which has the most UNs in the found RNs.

It will be used as the comparative method.

4. Simulation Experiments

In this section, simulation experiments are performed.
Table 1 shows the simulation parameters for a WSN model.

. Select an RN whose yy is the largest in the found RNs. 175 -



Table 2: Simulation parameters for each neuron in the con-
ventional scheme

C: | 0.01
C, | 0.01
ky, | 0.75
ks | 0.75
a 1

The following three methods are compared.
1. Proposed scheme with a discrete-valued neural network
2. Conventional scheme with a real-valued neural network
3. Greedy scheme without the neuron dynamics.

For the proposed scheme, the bit-length N is changed from
5 to 7. Table 2 shows the simulation parameters for each
neuron in the conventional scheme.

Fig.1 shows the FN set obtained by the greedy scheme.
This is the basic result in order to evaluate the proposed
scheme. Fig.2 shows the FN sets obtained by the proposed
scheme for N = 6. It can be seen that different FN sets are
obtained at each trial.

Next, the number of selected FNs for 50 trials (from
t = 1tot = 50) is evaluated. Fig.3 shows the comparison
results. The vertical axis represents the number of FNs,
and the horizontal axis represents the sorted trials. The
number of FNs by the greedy scheme is the least in all the
schemes. However, the greedy scheme without using the
neuron dynamics can always obtain only a specific FN set.
The proposed and conventional schemes show almost the
same results.

Next, we evaluate the number of times such that each
wireless sensor node is selected as FN. In this experiment,
the load balancing of each wireless sensor node is evalu-
ated. Fig.4 show the results. The vertical axis represents
the number of times, and the horizontal axis represents the
sorted wireless sensor node indexes. The greedy scheme
without the neuron dynamics can always obtain only a spe-
cific FN set. The proposed and conventional schemes can
obtain plural different FN sets. In the actual use, as plu-
ral FN sets are switched periodically, the load balancing of
each wireless sensor node can be realized.

In the proposed scheme for N = 5, the calculation ac-
curacy decreases, and the load balancing becomes insuffi-
cient. On the other hand, in the proposed scheme for N = 6
and N = 7, almost the same results as the conventional
scheme are obtained. In the other experiments, we have
confirmed that this trend was not changed for N > 8. The
proposed scheme can reduce the bit-length with keeping
the performance. From the results, the proper bit-length
for the WSN is clarified. The proposed scheme can be im-
plemented on simple hardware. Also, it will be possible
to realize autonomous-distributed control by implementing
the neurons in the proposed scheme on each wireless sensor
node.

5. Conclusions

In this paper, we have proposed a discrete-valued neu-
ral network for solving selection problems for forwarding
nodes in wireless sensor networks. The proposed scheme
can reduce the bit-length for the calculation of each neu-
ron, and the proper bit-length with keeping performance
has been clarified in the simulation experiments. The pro-
posed scheme can be implemented on simple hardware,
compared with the conventional scheme by using a real-
valued neural network.

Future problems include (1) the consideration for the for-
warding power adjustment scheme [6, 7], (2) the circuit im-
plementation of the proposed scheme, (3) the realization of
the autonomous-distributed control, and (4) the comparison
with the other algorithms.
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Figure 3: The number of FNs at each trial

I |
“w o 0 o

Number of Times Selected as
G o u

v“;\g,
W

NN W W
=}

=
(GRS

hﬁqﬁ‘:&‘%;

0 100 200 300 400
Sensor Node Index

[=}

—greedy —real —N=6
(a) Comparison for each scheme

50
45
40
35
30
25
20
15
10

Number of Times Selected as FN

0 100 200 300 400
Sensor Node Index
(c)t =3 (Number of FNs: 43) —N=7 —N=6 —N=5

. . . (b) Comparison for the proposed scheme.
Figure 2: Solutions obtained by the proposed scheme (N =

6) 177 Figure 4: The number of times selected as FN



