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Abstract—The analogy between the mathematical mod-
els of neural networks and code division multiple access
(CDMA) systems have been discussed by many papers.
Most of them assumed synchronous CDMA. We propose
an associative memory described by asynchronous CDMA
communications and analyze its performance. Interest-
ingly, input patterns generated by a Markov chain can be
memorized in our associative memory model more than in-
dependent and identically distributed (i.i.d.) patterns.

1. Introduction

The conventional direct sequence/code division multiple
access (DS/CDMA) systems employ a matched filter re-
ceiver, where multiple-access interference (MAI) is treated
as Gaussian noise. Such a receiver only utilizes the in-
tended user’s spread spectrum (SS) codes, therefore it is
called single user detection. On the other hand, MAI can
be significantly suppressed by multiuser detection (MUD)
techniques, which exploit all users’ SS codes. Since the
computational complexity required for the optimal MUD
receiver increases exponentially with the number of users,
many suboptimal receivers have been proposed. Reduc-
tion of the complexity and derivation of the capacity bound
of CDMA channels are central problems in the analysis
of MUD techniques. Recently, analysis tools developed
in the field of statistical mechanics, such as Ising model,
spin glass, mean field approximation and replica method,
have been applied to analyze the performance of MUD re-
ceivers [1, 2, 3]. Such an approach has attracted consider-
able attention.

MUD is often viewed as a base station model of cel-
lular phone systems. Since mobile stations are randomly
dispersed in the cell, asynchronous systems are favorable
for uplink channels. There is an interesting fact in asyn-
chronous DS/CDMA systems that Markovian SS codes can
outperform linear feedback shift register (LFSR) codes as
well as i.i.d. codes in terms of bit error rate (BER) [4, 5].
It is reported that Markov codes show superiority in a mul-
tiuser environment as well [6].

Motivated by such researches, we consider an associa-
tive memory model for asynchronous DS/CDMA systems'.
Three types of connection weight matrices, i.e, correla-
tion type, projection type and their hybrid type, are exam-

IHere, we use the term “asynchronous” not for the time evolution in
dynamics of neural networks but for the overlapping patterns.
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Figure 1: Hetero-associative network with five input vari-
ables and three output variables. We assume nonlinear
functions f to be signum functions.

ined, which correspond to single user correlators, decorre-
lators and MMSE receivers, respectively. Numerical sim-
ulation shows an interesting result that input patterns with
Markovity can be acquired to this associative memory more
than i.i.d. patterns.

2. Associative memory

Consider a hetero-associative network illustrated in Fig.
1. The i-th element has N input variables {x J-}ZJY:BI with
weighted connection w;; so that the total input to this el-
ement is 21}’:—01 w;jxj. Output of the element is

Vi = Sgn(Z}jV:BI WijXj), (D

where sgn(u) = +1 for u > 0 and sgn(u) = —1 for u < 0.
Let (x®,y®) be a pair of input and output vectors to be
memorized (k = 1,2,...K), where

6k k
z® = ()cg),x(1 ). .xgv)_l r 2)
k 6 | (k k) \T
y© =0 )T 3)

where superscript 7 denotes transposition of a vector or
a matrix. We assume that x;¥* and yfk) take values on

{—1,+1}. A simple way to construct W = {w;;} is

K
We=¥x"= ) y @), 4)
k=1
where X = (D, 2?,.. ., 2%) and Y =

(yP,y?,...,y®). Using a generalized inverse of
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the matrix X, denoted by X, is another way to construct a
connection weight matrix, which is explained in the next
section. The memorized patterns are retrieved as follows.

O = sgn(Wa®)), 5)
— N (k) . D ¢ pa N k) 6
_Sgn( Vi +Zj¢ky,' (13 ) € ) ( )

Many researchers have pointed out an analogy among as-
sociative memory, statistical mechanics and CDMA com-
munication systems. We observe Eq. (6) is identical to a
single user receiver for synchronous CDMA systems when
y(.k) represents k-th user’s data symbol of i-th period and
x® spread spectrum (SS) codes. In the textbook of CDMA
communication, Eq.(6) is often written as

yi = sgn(yiR), (7

where y; = 1V

; ,...,yl(.K)), signum function is performed
for each element and R = (rj) is called correlation matrix
given by

i = (il:(j))T:l:(k).

Hence, y; is considered as transmitted data symbols and
y; as demodulated data symbols. Tt is sometimes assumed
that SS codes are balanced i.i.d. random variables. This
assumption makes distribution of (Wz®);/ VN Gaussian
with mean \/Nygk) and variance (K — 1). Thus probability
of incorrect demodulation, i.e., bit error rate (BER) is

L] ®

Prob(yf.k) # yfk)) = Q[ X1

where Q) = —= - [ exp(~=2*/2)dx.

Note that the capacity of auto-associative memory is said
to be 0.14N, having attracted considerable attention. An
auto-associative memory model is given by putting N = L
and y = x in Fig | and introducing a dynamics as x(t+1) =
sgn(Wx(t)) for t = 0,1,2,.... We leave discussions on

such dynamics in connection with CDMA communications
as a future work.

3. Asynchronous CDMA System

The standard associative memory model given by Eq. (6)
corresponds to a synchronous CDMA system. We would
like to consider an associative memory corresponding to
an asynchronous CDMA system, where input patterns have
variable overlaps.

Consider an asychronous DS/CDMA system with K
users. Data and chip durations are T; and 7. = T4/N,
where N is a spreading factor. Assume 7. = 1 with-
out loss of generality. We denote the data and SS code
signals for k-th user by y®(r) = le;;é YI(,k)qu(t - pTy)
and P = Zﬁ:’;ol X,(,k)uTr(t — nT,) respectively, where
ur,(t) = 1 for 0 <t < T, and ur (1) = 0 otherwise. As-
sume that data symbols and SS codes are antipodal binary,

i.e., Yl(,k),X,(zk) € {+1,—1}. Then a received signal is

K
r = > y0 = 10xP - 1) + (o), ©)
k=1

where 7, is the k-th user’s time delay and n(f) denotes the
external noise. The output of k-th user’s correlator is given
by

Ty
P = f i + 1 + pT)x®(t)dt. (10)
0

Let the (row) vectors of data symbols, correlor outputs and
noise be denoted by respectively,

1 K) (1 K 1 K
] =(y(()),...y(() ),y(l ),---y(l ),---)’(L,)l,---)’(L,)l), (11)
1 K) (1 K 1 K
2=, 040, 0P, a2
1 K) (1 K 1 K
n =(nf)),...nf) ),n(1 ),...n(1 ),...n;_)l,...n;_)l ,  (13)
T,
where ng,k ) = fo “n(t + t, + pT)x®(t)dt. Then
z=yR+mn, (14)

where R is a KL x KL matrix given by (R);; =
T,1+min{l,-,ll-

jr‘na.x{l,-,t,-}

gives the estimate of y as ¢ = sgn(z). Assume that users

are ordered in descending order of time delay such that

0<t <t <...<tx <T, Then R is given by [7]

}x(i)(t — )X (t = tj)dt. A single user receiver

R(0) R(l)T 0
R R(1) RO . , (15)
: R(1Y
0 R(1) R(0)
where
N Rio(t12) Rik(tix)
R(0) = RZIFQI) N RZKFtQK) ’
,RKIGI(I) Rio(tk2) ... N
[0 Rip(tin +Ty) Rix(tik +Ta)
Ry =|° 0 :
: . Rx_1x(tk-1,x + Tq)
10 . 0 0

Relative time delay is denoted by 7 = t; — . For an inte-
ger time delay 7, = ¢, Pursley’s aperiodic cross-correlation
function R j(£) is defined in [8] as

N—-(—1
Ri(0) = Z B for > 0. (16)
n=0

For a negative ¢, R j({) = Ryj(—{). For a non-integer delay,
Riu(t+e)=(-&) Ry(O)+&-Rj(t+1), where0 < e < 1.
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Let we assume that relative time delays are expressed
asty = C+k/MforO < { <N-1,M>1and 0 <
k < M — 1, where M is called up-sampling rate. Then we
can observe that the correlation matrix for an asynchronous
DS/CDMA system R is given by R = %XTX , where X =

@D, ..., 2¢Oy and

5 (k+pK) _ (ky (k) (k) (k) (k)

T =(0,...,0,x)7, X075 0, X s X e X
PNM+tM+k M M

(k) (k) T
ca Xy s Xy O ,0) . (A7

—_— T
M (L-p—-L)NM—(M—k

Hence the asynchronous DS/CDMA system described by
Eqgs.(14) and (15) is identical to an associative memory
model, where the input vectors are up-sampled by a fac-
tor of M and memorized with overlapping. The connection
weight matrix is given by

W, = A—I,[yXT,

(18)

which corresponds to single user detection. The transmit-
ted data is demodulated as

Ny,k) +Z y(J)

J#k

— SR (L + N) + SR (L + N + 1))

)’p) = sgn — )Rjk(fjk)-'- M Rjk(flk"_l)}

(J)
+Zyp 1

Jj<k

+ D {0 = R + N) + ZER (L + N + 1)}]
j>k

where €M + mj, is relative time delay between k-th and
Jthusers (0 < € < N-1,0 < mjp < M-1). If

xE,k) is balanced i.i.d. random variables, it is easy to see

E[{Ri;(OF] = N = 1€ and E[Ri;(ORi;(€ + 1)] = 0. Tt is
therefore observed

Prob@fk) # ygk)) =0

N
_ 19
(K-1) MAI] (1

where

o-fleI =var [(1 - 37 )Rjk({’,k) + mlk Ru(ly + 1)]
+var[(1 = 2Rl + N) + ZERu(Cj + N + 1)

3M2 3
Thus, compared with synchronous system, asynchronous
system can acquire 50% more pairs of patterns with the
same BER. Note that M = 1 implies chip-synchronous
system to give 012\,[ A1 = 1. Practically M = 5 is found to
be sufficient.

We have so far considered that the connection weight
matrix is constructed by (18), which corresponds to single
user detection. On the other hand,

=yX'xX)"'x" = yx? (1)

gives decorrelating detector, one of the multi-user detec-
tion (MUD) receivers. Moreover, consider the input vector
is deviated from the original pattern by additive noise so
that & = =® + 7, where 7 is a random variable with mean
zero and variance 0. Then minimum mean square error
(MMSE) criterion gives

Wy =yX"X + No?D)7' X" (22)
Hence it is observed that connection matrix W in associa-
tive memory is related to the receiver’s structure in CDMA
systems. Matrices W,, W, and W), are called correlation
type, projection type and their hybrid type.

4. Markov patterns

In this section, we consider the input vectors are gener-
ated by a Markov chain. It is found that Markov chain with
eigenvalue —2 + V3 can be accommodated in the same as-
sociative memory better than i.i.d. input vectors by a factor
of 2/ V3. Let us suppose that x(k) e{+l,-1}(n=0,1,...)
is generated by a Markov chain with transition matrix

1f1+4 1-2
P"E(l—/l 1+/1)’ (4 <1y

where A is the eigenvalue of P except 1. ForO < { < N -1,
we have [9, 10]

(23)

o1 1 + A2
1&3; ﬁEXY[{Rjk(f)} +{Rij(N — 0} B (24)
. 1
1&3; ﬁExy[Rjk(f) ‘Rt +1)
21
+Rkj(N—f)-Rkj(N—{)—1)]=m. (25)

Itis worth noting that R jx(£) + R jx(£—N) and R jx (£) — R jx (£~
N) are called even and odd cross-correlation functions, re-
spectively, and that both cross-correlations asymptotically
follows the same distributions [9, 11]. Egs.(24) and (25)
imply

5 21+ 1 22 1

" <
B I DA N B D

We see 02, is minimized by 2 = =2 + V3, which is coin-

cide with asynchronous DS/CDMA systems. The capacity

of this memory is increased by a factor of % / % = %

(26)

5. Simulation Results

Numerical simulation was performed for completely
asynchronous model, where up-sampling rate is M = 5 and
Markov and i.i.d. patterns were randomly generated and
embeded into a network using the connection weight matri-
ces given by (21) and (22). Markov patterns with the opti-
mum eigenvalue —2+ V3 are shown in Fig. 2 to have lower
bit error rate (BER) than i.i.d. patterns for both decorrelator
and MMSE cases. Fig. 3 implies that Markov patterns can
be memorized more than i.i.d. patterns with the same error
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Figure 2: Bit error rates versus the variance of noise: N =
20, L = 10, and the number of patterns is K = 30.
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Figure 3: Bit error rates versus the number of users: N =
20, L = 10, and the variance of noise is o> = 0.3.

probabilities. BER performance against eigenvalue param-
eter Ais illustrated in Fig.4. Ttis shown that BER of Markov
pattern with a negative eigenvalue A is less than that of i.i.d.
pattern (1 = 0) for both decorrelator and MMSE cases. It is
numerically verified that Markov patterns with 1 = =2+ /3
are optimum in terms of BER.

6. Concluding Remarks

We gave an associative memory model which can be
described by an asynchronous DS/CDMA system. Three
types of connection matrices, i.e. W, W, and W}, are dis-
cussed. A connection matrix W, represents a single-user
matched filter receiver and we gave the estimate of the
bit error rate for this case. The other two matrices corre-
spond to multi-user detection (MUD) receivers. Numerical
simulations show that Markov patterns are easier to learn
than i.i.d. patterns by an associative memory with asyn-
chrnously overlapping connections. This result implies
that Markov patterns are promissing for MUD receivers in
asynchronous CDMA systems as well.
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Figure 4: Bit error rates versus the eigenvalue of the
Markov chain: N = 20, L = 10, the number of patterns
is K = 30 and the variance of noise is o = 0.3.
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