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Abstract—Stabilization problems of nonholonomic
systems are generally difficult due to the lack of the ex-
istence of smooth state-feedback laws making the origins
asymptotically stable. Recently, the problems are simpli-
fied by the strategy of adding white noises as parts of con-
trol inputs. Using the strategy, we tried further simplifica-
tions of control inputs and stability analysis by restricting
the noises to be one-dimensional and using the approach of
non-smooth stochastic Lyapunov functions (SLFs). How-
ever, the analysis is still under construction because the
SLFs do not ensure the existence of global solutions. In
this paper, we carry on the analysis by providing the global
solutions.

1. Introduction

Nonholonomic systems are mechanical systems with
constraints on their velocity that are not derivable from po-
sition constraints [1]. Many control systems such as cars,
underwater vehicles, snake robots, and space robots are in-
cluded in a class of nonholonomic systems. Hence, control
problems of nonholonomic systems are important for the
basic development of control engineering. However, con-
trolling nonholonomic systems are difficult because many
of them have no continuous state-feedback stabilizer [2].
Therefore, discontinuous state-feedback laws [3] or time
varying state-feedback laws [4] are considered while the
designs of them generally complicated.

Recently, the effective use of stabilization by noise is
proposed for deriving a simple approach to design stabi-
lizers of nonholonomic systems [5]. This strategy provides
state-feedback laws with Gaussian white noises such that
the states of the target system converges to the origin with
probability one. Because disturbance terms exists, the re-
sulting stochastic systems are represented by stochastic dif-
ferential equations. The stability of the systems are ana-
lyzed via stochastic Lyapunov theory. The characteristic
feature of the analysis to deal with the systems like time-
independent systems while they are, in fact, time-varying.

Using the above strategy of stabilization by noise,
we tried to stabilize a chained system with just a one-
dimensional Wiener process [6]. This provides stochas-
tic control laws simpler than previous works in [5] and
[7]. While we designed a non-smooth stochastic Lyapunov
function (SLF) for showing the stabilization, the proof is

under construction due to the lack of ensuring global so-
lutions to the stochastic differential equation and analyz-
ing the behavior of the states in the region that the SLF is
non-smooth. In this paper, we show the existence of global
solution to the closed-loop system.

Notations. Rn denotes an n-dimensional Euclidean
space. The conditional probability of some event A, un-
der the condition B, is represented by P{A|B}. Function
w1 ∈ R denotes a one-dimensional Wiener process. For
k1, k2 : Rn → R , (Lk1 k2)(x) := (∂k2/∂x)k1(x). For a real
number x, sgn(x) denotes 1 if x > 0, 0 if x = 0, and −1 if
x < 0.

2. Stabilization by Artificial Wiener Processes

In this section, we consider stochastic differential equa-
tions appropriate for our problem formulation.

Gaussian white noises that we add to control inputs are
generated by using Wiener processes. However, the indif-
ferentiability of Wiener processes prevents us from gen-
erating Gaussian white noises because the indifferentiabil-
ity implies, roughly, Wiener processes have infinity-large
values as their derivatives. To consider actually-generable
white noises, we take the notion of artificial Wiener pro-
cesses [5].

In this paper, we consider the Wong-Zakai-type
artificial Wiener process wD(t) shown in Fig. 1;
it is linear-interpolated discrete Wiener process
{wD(t0),wD(t1), ...,wD(tn)}:

wD(t) =
wD(tk) − wD(tk−1)

tk − tk−1
(t − tk−1), t ∈ [tk−1, tk]. (1)

As N → ∞, the solution to a system

ẋ = f (x) + σ(x)ẇD, x ∈ Rn, f , σ : Rn → Rn, (2)

converges to the solution to

dx =
(

f (x) + f (x)WZ
)

dt + σ(x)dw, (3)

where

f WZ(x) =
1
2
∂σ(x)
∂x

σ(x) (4)

is said to be a Wong-Zakai correction term [5].

- 431 -

2017 International Symposium on Nonlinear Theory and Its Applications,

NOLTA2017, Cancun, Mexico, December 4-7, 2017



Figure 1: Wong-Zakai-type artificial Wiener process

3. Stochastic Lypunov Theory

In this section, Lyapunov theory of stochastic systems
and stability of stochastic systems are explained.

Consider (3) with the assumption of f (0) = 0 and
σ(0) = 0. In this section, we assume the existence of a
global solution for (3).

Definition 1 ([9]) The equilibrium x(t) ≡ 0 of the system
(3) is globally asymptotically stable in probability if

lim
x(0)→0

P

{
sup
0≤t

(x(t)) > ϵ
}
= 0 (5)

holds for any ϵ > 0, and

P
{

lim
t→+∞

|x(t)| = 0
}
= 1 (6)

for any x(0) ∈ Rn. □

We also define an infinitesimal generator of v : Rn → R
for (3) by

(Lv)(x) = (L f v)(x) +
1
2

(Lσ(Lσv))(x). (7)

Definition 2 ([9]) The function v : Rn → R is a stochas-
tic Lyapunov function (SLF) if v : Rn → R is twice con-
tinuously differentiable in x ∈ Rn, radially unbounded in
x ∈ Rn, and (Lv)(x(t)) is negative definite for all x ∈ Rn. □

Using the above definitions, the following is obtained.

Theorem 1 ([9]) The equilibrium x(t) ≡ 0 of the system
(3) is globally asymptotically stable in probability if there
exists an SLF. ♦

4. Stabilization of Nonholonomic System by Noise

In this paper, we consider a nonholonomic system

ẋ=g1(x)uc1+g2(x)uc2=

 b1 0
0 b2

b3x2 −b4x1


[
uc1
uc2

]
, (8)

where b1, b2, b3, b4 > 0 and b2b3 − b1b4 , 0. Further,
consider state-feedback with stochastic terms

ui = vi(x) + ci(x)ẇD, (9)

where i = 1, 2. Then, system (8) becomes (3) with

f (x) =
2∑

i=1

gi(x)vi(x), σ(x) =
2∑

i=1

gi(x)ci(x). (10)

Thus, our aim is to design v1, v2, c1 and c2 such that the ori-
gin of (3) becomes globally asymptotically stable in prob-
ability.

Consider feedback laws of the form:

v1(x) = α1x1 + β1(x)x2 − d(x), (11)
v2(x) = α2x2 + β2(x)x1 + d(x)sgn (Bx3) , (12)

B :=
1

b2b3 − b1b4
, (13)

and diffusion coefficients

c1(x) = − |Bx3|
1
2 , (14)

c2(x) = |Bx3|
1
2 sgn (Bx3) , (15)

where α1 and α2 are designed to satisfy the following con-
ditions:

α1, α2 < 0, b3α1 − b4α2 > 0, (16)
(b3α1 − b4α2) + 2Bb3b4 > 0. (17)

The other functions are designed as follows:

β1(x) =
α2b4

k1b1
k3sgn(x3), β2(x) = −α1b3

k2b2
k3sgn(x3), (18)

d(x) =
1
4

sgn (Bx3)
{
b3x2 + b4x1sgn (Bx3)

}
. (19)

Thus, the resulting system is

dx = F(x)dt +G(x)dw, (20)

where

F(x) =

 0
0

− 1
2 x3(t)

+ g1(x)(v1(x) + d(x))

+ g2(x)
(
v2(x) − d(x)sgn (Bx3)

)
,

G(x) = g1c1(x) + g2c2(x). (21)

A candidate of an SLF is provided as follows:

V0(x) = v0(x) + k3|x3(t)|, v0(x) =
k1

2
x1(t)2 +

k2

2
x2(t)2.

(22)

Then, we obtain following:

Theorem 2 ([6]) Let us consider (20). An infinitesimal
generator of (22) becomes LV0 < 0 for all x ∈ R3 \ M :=
{x ∈ R3|x3 = 0}. ♦

From Theorems 1 and 2, a system (3) is expected to be
globally asymptotically stable in probability because (22)
becomes an SLF. However, the stability analysis has not
been completed because (LV0)(x) is impossible to be def-
inite on M. Furthermore, before considering stability, we
have to confirm that (20) has a global solution.
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5. Existence of Global Solution

In this section, we show the existence of a global solution
to (20).

Definition 3 ([8]) System (3) is said to be forward com-
plete in probability (FCiP) if for each x0 ∈ Rn, there exists
a continuous function ψ : [0,∞)× (0, 1)→ [0,∞) such that

P[∀t ∈ [0,∞), |x(t)| ≤ ψ(t, ϵ)] ≥ 1 − ϵ (23)

holds for any ϵ ∈ (0, 1) □

Roughly speaking, FCiP ensures that sample paths of
x(t) exists for any large time value t ∈ [0,∞). Therefore,
we conclude that there exists a global solution to (20) if the
system is FCiP. A useful sufficient condition for FCiP is as
follows:

Theorem 3 ([8]) Suppose that system (3) admits a positive
definite, proper C2 function Y : Rn → R satisfying

(LY)(x) ≤ cY(x) + d (24)

for all x ∈ Rn and for some constants c, d ∈ [0,∞). Then
system (3) is FCiP. ♦

Then, we state our main claim.

Theorem 4 The system (20) is FCiP. □

To prove Theorem 4, we set

Y =


V0(x), b < |x3(t)|

V2(x) = v0(x) + V12(x3), a ≤ |x3(t)| ≤ b

V1(x) = v0(x) +
k3

2
x3(t)2, |x3(t)| < a

, (25)

for 0 < a < b, where

V12(x3)=a5|x5
3|+a4x4

3+a3|x3
3|+a2x2

3+a1|x3|+ a0, (26)

a0 = −
3a3b3(a + b − 4)

2(a − b)5 , (27)

a1 =
a2

2(a − b)5

{
2a3 + a2b(9b − 10)

+4ab2(3b − 4) + 9(b − 4)b3
}
, (28)

a2 = −
b

2(a − b)5

{
9a4 + 18a3(b − 2)

+4a2b(7b − 12) + 4a(b − 9)b2 + b4
}
,

(29)

a3 =
3

2(a − b)5

{
a4 + 4a3(b − 1) + 2a2b(5b − 8)

+4a(b − 4)b2 + (b − 4)b3
}
,

(30)

a4 =
−3a3 + 4a2(4 − 3b) + 4a(7 − 3b)b + (16 − 3b)b2

2(a − b)5 ,

(31)

-a-b a b

-2 -1 0 1 2
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Figure 2: An example of Y(x) with a = 1 and b = 2.

a5 =
a2 + a(4b − 6) + (b − 6)b

2(a − b)5 . (32)

The function (26) connects V0 and V1 so that Y is C2 for all
x ∈ Rn; see Fig. 2. If b < |x3|, LY(x) = LV0(x) < 0 via
Theorem 2. Therefore, to prove Theorem 4, we consider
the other two situations of Y = V1 and Y = V2:

Lemma 1 There exist c and d satisfying (24) for each x3
satisfying |x3| < a. ♦

Lemma 2 There exist c and d satisfying (24) for each x3
satisfying a ≤ |x3| ≤ b. ♦

If the above two lemmas are true, then we conclude that
our main result of Theorem 4 is true. The rest of this section
provides the brief sketches of the proofs of the lemmas.

5.1. The Proof of Lemma 1

The brief sketch of the proof is as follows.
i) If x3 = 0,

(LV1)(x) = b1k1α1x2
1 + b2k2α2x2

2 ≤ 0 (33)

because α1, α2 < 0.
ii) If 0 < |x3| < a,

(LV1)(x) ≤ γ1x2
1 + γ2x2

2 + γ3|x1x2| + γ4, (34)

where

γ1 =
|B|b2

4k3a
2

, γ2 =
|B|b2

3k3a
2

, (35)

γ3 = (a + 1)(b3α1 − b4α2) + 2Bb3b4a, (36)

γ4 =
1
2

{
b2

1k1 + b2
2k2

}
|B|a. (37)
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Using 2γ3|x1x2| ≤ x2
1 + γ

2
3 x2

2, we obtain

(LV1)(x) ≤ γ1x2
1 + γ2x2

2 +
x2

1

2
+ γ2

3

x2
2

2
+ γ4

+
1
k2

(2γ2 + γ
2
3)

(
k1

2
x2

1 +
k3

2
x3(t)2

)
+

1
k1

(2γ1 + 1)
(

k2

2
x2

2 +
k3

2
x3(t)2

)
= cV1 + d, (38)

where

c =
2
k1
γ1 +

2
k2
γ2 +

1
k2
γ2

3 +
1
k1
, d = γ4. (39)

Thus, considering the combination of (33) and (38), we
conclude that Lemma 1 is true.

5.2. The Proof of Lemma 2

The brief sketch of the proof is as follows.
An infinitesimal generator of V2(x) is calculated as the

following:

(LV2)(x) ≤ γ′1x2
1 + γ

′
2x2

2 + γ
′
3|x1x2| + γ′4 (40)

where,

γ′1 = −
b3b4k3

b1b2k1k2
Cb1k1α1 +

|B|b2
4b

2
D, (41)

γ′2 = −
b3b4k3

b1b2k1k2
Cb2k2α1 +

|B|b2
3b

2
D, (42)

γ′3 = (b4α2 − b3α1)(k3 +C) +
{
(Bb3b4b)2 + 1

}
D, (43)

γ′4 =
b
2

{
B(b2

1k1 + b2
2k2) +C

}
, (44)

C = (a2
1 + 1) + 2(a2

2 + 1)b + 3(a2
3 + 1)b2

+ 4(a2
4 + 1)b3 + 5(a2

5 + 1)b4, (45)

D = 2(a2
2 + 1) + 6(a2

3 + 1)b

+ 12(a2
4 + 1)b2 + 20(a2

5 + 1)b3. (46)

Using 2γ′3|x1x2| ≤ x2
1 + γ

′2
3 x2

2, we obtain

(LV2)(x) ≤ γ′1x2
1 + γ

′
2x2

2 +
x2

1

2
+ γ′23

x2
2

2
+ γ′4

+
1
k2

(2γ′2 + γ
′2
3 )

(
k1

2
x2

1 +
k3

2
x3(t)2

)
+

1
k1

(2γ′1 + 1)
(

k2

2
x2

2 +
k3

2
x3(t)2

)
= cV2 + d, (47)

where

c =
2
k1
γ′1 +

2
k2
γ′2 +

1
k2
γ′23 +

1
k1
, d = γ′4. (48)

Therefore, we conclude that Lemma 2 is true.

6. Concluding Remarks

In this paper, we show the existence of a global solu-
tion to a randomized nonholonomic system having a non-
smooth stochastic Lyapunov function. The rest problem is
to finish the confirmation of the global asymptotic stabil-
ity in probability of the origin. We plan to complete it by
further investigation of the properties of the system derived
from the combination of the results of this paper and the
non-smooth stochastic Lyapunov function approach in our
previous work [6].
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