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Abstract—In this paper we analyze the traffic of telephone
systems. Unlike classical traffic analysis where users are as-
sumed to be connected uniformly, our proposed method employs
a small-world scale-free network to model the behavior of tele-
phone users. Each user has a fixed set of acquaintances with
whom the user may communicate, and the number of acquain-
tances follows a power-law distribution. We show that network
traffic is greatly influenced by the user network behavior, and that
call blocking probability is generally higher in the case of a scale-
free user network. It is also shown that the carried traffic intensity
is practically limited not only by the network capacity but also by
the scale-free property of the user network.

1. Introduction

Models for traffic analysis have been derived by fitting the ex-
isting traffic data under particular sets of conditions [1]. Since the
underlying mechanisms of the complex network behavior are un-
known or simply not taken into account in the modeling process,
such models fall short of a clear connection with the actual physi-
cal processes that are responsible for the behavior observed in the
traffic data.

Recent study of small-world and scale-free properties of so-
called complex networks has motivated research in the modeling
of practical networks based upon certain specific network topolo-
gies that possess properties closely resembling those of realistic
physical networks [2, 3]. In general terms, a complex network
may be characterized by a large number of nodes and a set of
complex relationships between them [4, 5]. From the viewpoint
of complex networks, the user network underlying any commu-
nication network exhibits small-world and scale-free properties
[3]. Up to now, complex network behavior in telephone systems
has been rarely considered. Aiello et al. [6] studied the scale-
free property in the daily traffic of a long-distance telephone call
graph. However, to date, practical traffic analysis based upon a
small-world and scale-free user network is still unavailable. A
relevant preliminary work can be found in Xia et al. [7].

In this paper we attempt to incorporate a user network model in
the analysis of telephone system traffic. We aim to provide a clear
connection between the user network behavior and the network
traffic, and illustrate how network traffic data can be more realisti-
cally simulated with the inclusion of a proper user network behav-
iorial model. This study clears up several misconceptions. Tele-
phone traffic (including mobile network traffic) cannot be consid-
ered without taking into account the way in which human users
are connected in the real world. The fact that human networks
possess small-world and scale-free properties can change the way
network resources have to be planned. For instance, we will show
that limited network capacity is not always the cause of call block-
ings while the scale-free property of the user network may be the
root of the problem.
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Figure 1: Three typical calling processes. (a) Call established;
(b) call blocked; (c) call cancelled.

2. Traffic Analysis in Telephone Systems

In a telephone system, “traffic” refers to the accumulated num-
ber of communication channels occupied by all users. Different
from the user network, the telephone system is a directed complex
network, in which each edge has a direction from the caller to the
receiver. For each user, the call arrivals can be divided into two
categories: incoming calls and outgoing calls. Here, incoming
calls refer to those being received by a user, and outgoing calls
refer to those being initiated by that user. Since every incoming
call for one user must be originated from an outgoing call of an-
other user, we only need to consider outgoing calls from each user
when we analyze the network traffic. If not specified, the term call
arrival means outgoing call arrival in the rest of this paper.

Outgoing calls are initiated randomly. If a call arrives and the
conversation is successfully established, both the caller and the
receiver will be engaged for a certain duration commonly known
as holding time. The length of the holding time is also a random
variable. Thus, the traffic load depends on the rate of call arrivals
and the holding time for each call [8, 9]. Figure 1 shows three
cases of the calling process.
Case I: Call established. When an outgoing call arrives at time
t1, a receiver is randomly selected. If this receiver is idle at that
time and the network has an idling channel, a call is successfully
established. The caller and receiver will be engaged for a duration
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of holding time (t2 − t1). The call ends at time t2. The inter-call
time (t3 − t2) is the duration between the end of this call and the
beginning of the next outgoing call arrival. Also, the inter-arrival
time is equal to the sum of the holding time and the inter-call time,
as depicted in Fig. 1 (a).
Case II: Call blocked. Suppose two outgoing calls are made at t1

and t4. A call blocking may occur due to two reasons. First, if
the receiver is engaged with another call at time t1, then any new
call attempt will fail and a call blocking is said to occur. Another
reason for call blockings is the limited network capacity. If all
channels are occupied at time t1, the new call attempt is blocked.
The telephone system is usually considered as a “lossy” system,
in which the blocked call simply “disappears” from the network.
In this case the inter-arrival time is equal to the inter-call time
(i.e., t4 − t1), as shown in Fig. 1 (b).
Case III: Call cancelled. In this case, an outgoing call is supposed
to take place at time t7. However, if an incoming call has arrived
ahead of it and the conversation is still going on at time t7, the
outgoing call attempt will be cancelled. Since this call attempt
has not been initiated, it is counted as neither a call arrival nor
a call blocking. When the conversation ends at time t8, another
inter-call time is assumed before the next outgoing call arrives at
time t9. In this case, the inter-arrival time is (t9 − t1), as illustrated
in Fig. 1 (c). Of course, at time t9, it is also possible that the
user is engaged with another call. Then, the call arrival at time t9

will again be cancelled, and the inter-arrival time will be extended
accordingly.

Clearly, the shortest inter-arrival time is equal to the inter-call
time, which happens only in Case II. In our subsequent analysis,
the above three cases of the call arrival process will be considered.

The holding time and the inter-call time are usually modelled
by some random variables with exponential distribution. The
probability density function (PDF) of the holding time is given
by

f1(t) =
1
tm

e−t/tm (1)

where tm is the average holding time. The PDF of the inter-call
time is given by

f2(t) = µie
−µi t (2)

where 1/µi is the average inter-call time. The holding times of
all users have the same distribution, but the mean values of the
inter-call times for different users may be different.

As shown in Fig. 1, the inter-arrival times for the three cases
are different. However, if we examine the traffic over a sufficiently
long period of time (e.g., 60 min), we can obtain the average call
arrival rate λi, which is the average number of call arrivals per
unit time, for user i. Thus, the average arrival rate for the whole
network is

λ =

N∑

i=1

λi (3)

where N is the total number of users in the network.
A commonly used measure of traffic is the traffic intensity [1],

which is defined by
A = 2λtm, (4)

and represents the average traffic offered over a period of time. It
is dimensionless, but is customarily expressed in units of erlang.
Notice that there is a factor of 2 in (4), which arises from the fact
that both the caller and the receiver stay in the same telephone
system. Thus, two channels are used for each call conversation.

In a telephone system, the offered traffic is the total traffic that
is being requested by users, and the carried traffic is the actual
traffic being carried by the network, which can be found as the
sum of the holding times of all call conversations. In practice,
due to limited network capacity and some user behavior, a certain
percentage of the offered traffic experiences call blocking. Hence,
the carried traffic is

Acarried = Aoffered × (1 − pblocking) = 2λtm(1 − pblocking) (5)

where Acarried and Aoffered denote the carried traffic and the offered
traffic, respectively, and pblocking represents the blocking probabil-
ity of a call.

The telephone system is typically measured in terms of the av-
erage activity during the busiest hour of a day. During the busiest
hour, the average contribution of one user to the traffic load is typ-
ically between 0.05 and 0.1 erlang. The average holding time is 3
to 4 min [1].

3. Effect of User Network

Formally, we may describe a user network of a telephone sys-
tem in terms of nodes and connections. A node is a user, and a
connection between two nodes indicates a possibility that these
two users may call each other. In reality, people usually only call
their own acquaintances, such as family members, colleagues and
friends. Although a person may call other people which are not
his acquaintance in practice, the probability is so lower that we
can safely ignore it. Thus, in a user network, a connection con-
nects a pair of acquaintances. In this paper we consider two kinds
of user network, i.e., uniform user network and scale-free user
network.

In a uniform user network, each user has a fixed number of
acquaintances, ni = n for all i, and n � N. In such a user network,
the effect of each user is identical.

In a small-world scale-free user network, the number of ac-
quaintances for different users may be different. If a user has more
acquaintances, the probability of him making/receiving a call at
any time is higher. For user i, the number of acquaintances ni is
a random number. It has been found that many human networks
are small-world scale-free networks, with ni typically following a
power-law distribution [3]:

p(ni) ∼ n−γi (6)

where p(ni) is the probability that user i has ni acquaintances and
γ > 0 is the characteristic exponent. Figure 2 shows a power-
law distribution of ni according to Eq. (6). We clearly see that a
relatively small number of users have a large number of acquain-
tances.

Since the probability that a user with more acquaintances
makes/receives calls is higher, the mean value of this user’s inter-
call time is smaller. In order to show this inequality, we assume

µi = p0ni, (7)

where p0 is a constant of proportionality. This relation is valid for
the uniform user network and the scale-free user network. The
only difference is that ni = n is a fixed number in the uniform net-
work, whereas ni is a random variable in the scale-free network.
For a fair comparison, we set the expectation of ni in the scale-
free user network to be equal to n in the following simulation. In
this way, E{µi} for both user network configurations are identical.
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Figure 2: Scale-free user network. Probability of user i having ni

acquaintances versus ni, showing power-law distribution. Mean
ni is 5.

4. Simulation Results

We consider a telephone system of N users. Users are located
in M subsystems, each supporting N/M users. The use of subsys-
tems is to reflect the actual case in modern telephone systems. In
a fixed telephone system, the subsystems are the central offices; in
a cellular mobile system, the subsystems are referred to as cells.
Here, for simplicity, we assume that users remain in their subsys-
tems for the entire period of simulation. Two user network con-
figurations, namely, the uniform network and scale-free network,
are considered.

In the user network, each user has his own acquaintance list.
The following two-step method is used to construct the scale-free
user network. First, the number of acquaintances ni for user i is
determined. In the uniform user network, ni is fixed to n. On
the other hand, in the scale-free user network, ni is a power-law-
distributed random variable with the expectation n. Next, the ac-
quaintance lists are filled by randomly selecting acquaintances.
The relationship of acquaintance is bi-directional. If user i is se-
lected as an acquaintance of user j, then user j is automatically
added into user i’s acquaintance list. When a user is going to make
a call, he randomly chooses a receiver from his acquaintance list.

The simulation parameters are set as follows:
N = 10000, M = 4, n = average ni = 5,
p0 = 1/500 call/min/acquaintance,
tm = 4 min.

From the above setting, we can calculate the average inter-call
time 1/µ = 100 min for both user networks.

Figure 3(a) shows the blocking probability versus the channel
capacity (i.e., the number of channels provided in each subsys-
tem). When the channel capacity is very limited, almost all call
arrivals are blocked. As the channel capacity increases, some of
the arrived calls are successfully set up. The call blocking proba-
bility drops. However, as the capacity reaches a certain threshold,
the blocking probability settles to a constant value. This clearly
shows that when the channel capacity is beyond the threshold,
channel capacity is no longer a factor for call blockings and user
engagement becomes the only limiting factor. Further, the chan-
nel capacity threshold is related to the user network configura-
tion. Our simulation (for the chosen set of parameters) shows that
the capacity threshold for the uniform user network is about 210

channels per subsystem, and is only about 100 channels per sub-
system for the scale-free user network. Moreover, the blocking
probability for the scale-free user network settles to about 44%,
and is much higher than that for the uniform user network, which
is about 7%. The generally higher blocking probability for the
scale-free user network is caused by call concentration on a small
number of users who have a relatively large number of acquain-
tances.

Figure 3(b) shows the actual call arrival rate versus the chan-
nel capacity. From this figure, we can make two main observa-
tions. First, the threshold effect exists in both user network con-
figurations. Before the capacity reaches the threshold, the call
arrival rate decreases as channel capacity increases. When the
channel capacity reaches the threshold, the call arrival rate is al-
most fixed. The small fluctuations in the resulting curves are due
to the randomness of call processes in our simulation. Second,
noticeable differences between the simulation results of the two
user networks are found. The call arrival rate for the scale-free
user network declines more rapidly than that for the uniform user
network. Furthermore, the thresholds for the two user networks
are different, and the call arrival rates beyond the corresponding
thresholds are also different.

The decrease of the call arrival rate as channel capacity in-
creases is due to the complex calling processes. The average
inter-arrival times in the three cases are different. The shortest
inter-arrival time happens in Case II. The actual calling process
is the combination of the three typical calling processes. When
the channel capacity is low, the channels are more likely to be
fully occupied and Case II (i.e., call blocking) is more likely to
occur. The average inter-arrival time is thus shorter, and the aver-
age arrival rate is higher. As the channel capacity increases, the
blocking probability drops. Thus, the average inter-arrival time
becomes longer, making the average arrival rate lower. When the
channel capacity reaches the threshold, the blocking probability
becomes steady, and the average call arrival rate remains almost
unchanged.

The resulting carried traffic intensities are shown in Fig. 3(c).
The carried traffic intensity is a function of the call arrival rate and
blocking probability, as in (5). Hence, when a drop in call arrival
rate is “over-compensated” by a reduction in blocking probability,
the net effect is an increase in carried traffic intensity. This phe-
nomenon occurs when the channel capacity is increased initially.
As the channel capacity is increased beyond the threshold, both
the call arrival rate and the blocking probability arrive at con-
stant values, and the corresponding carried traffic intensity also
becomes steady.

The simulated results may seem to deviate from our usual ex-
pectation. The normal way to avoid call blockings is to increase
the system capacity. But our simulation results show that in ad-
dition to inadequate channel capacity, the user network configu-
ration has a profound influence on call blockings. Increasing the
system capacity may not solve the problem. The user network
configuration must be considered when making telephone system
planning. Our simulation also shows that the traffic for the scale-
free user network differs significantly from that for the uniform
user network, which is usually assumed in classical traffic analy-
ses. Because of the scale-free nature of human networks, analyses
based on a scale-free user network should reflect more realistic
traffic scenarios.

In the scale-free network, γ is a very important parameter. As
shown in (6), a smaller γ corresponds to a gentler slope of the
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Figure 3: Simulation results. (a) Blocking probability versus channel capacity; (b) average call arrival rate versus channel capacity;
(c) carried traffic intensity versus channel capacity; (d) blocking probability versus average number of acquaintances.

power-law distribution, which means that more users have a large
number of acquaintances. Hence, the average number of acquain-
tances n increases as γ decreases. Figure 3(d) shows the blocking
probability with n changes. Corresponding values of γ are also
marked in the figure. In order to focus on the effect of n, we elim-
inate the effects of the channel capacity by setting it to infinity
in the simulation. The figure clearly indicates that comparing the
telephone system with a uniform user network, the system with a
scale-free user network has a much higher blocking probability.

5. Conclusions

This paper studies the telephone system traffic from a scale-
free user network perspective. Two major factors, namely, the
channel capacity and user network configuration, are identified
as being pivotal to call blockings. Simulation results show that
the traffic assuming a scale-free user network differs substantially
from the traffic assuming a uniform user network. Our final con-
clusions are that telephone system traffic is greatly influenced by
user behavior, and that beyond a certain capacity threshold call
blockings are not likely to be reduced by increasing channel ca-
pacity (adding extra resources or intensifying investments) which
would have been the usual expectation. Thus, a clear, though ob-
vious, lesson to be learnt from this traffic analysis is that any strat-
egy for altering the traffic in any manner must take into account
the scale-free property of user networks.
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