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Abstract—Decision making using the tug-of-war
(TOW) method can be adapted to the change of hit prob-
ability in the multi-armed bandit problem. We numerically
demonstrate decision making using chaotic temporal wave-
forms generated from a semiconductor laser. We inves-
tigate the adaptation of decision making by changing the
memory parameter.

1. Introduction

Decision making of artificial intelligence has been used
in a variety of research fields in information society in re-
cent years. One example of decision making is the Multi-
Armed Bandit (MAB) problem [1] aimed at maximizing
rewards from multiple slot machines. This is a problem
where one can obtain information on hit or miss of the slot
machines. However, one cannot directly know hit proba-
bilities of the slot machines, and the hit probability may
change over time.

For solving the MAB problem, the following two op-
erations are important. One is the exploration, which is
the procedure to select the slot machine with the highest
hit probability. The other is the exploitation, which is the
usage of the knowledge obtained by the exploration. To
increase the total rewards, there is a trade-off between the
two operations when the number of trials for selecting the
slot machines is fixed. For example, one can correctly esti-
mate the slot machine with the highest hit probability if the
number of the exploration is increased. However, the total
rewards could be small if the number of the exploration is
too large. On the contrary, one cannot make sure whether
the selected slot machine has the highest hit probability if
the number of the exploration is too small.

In recent years, the tug of war (TOW) method [2, 3] has
been proposed to solve the MAB problem. This method
imitates the decision making algorithm of primitive organ-
isms and utilizes nonlocality and irregularity. TOW method
has been shown to be more adaptable than the conventional
methods such as ε-greedy method and soft-max method
[2]. As an example of TOW method, physical implemen-
tations with near-field photons [4, 5] and the quantum at-
tributes of single-light quanta [6] has been reported. How-
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Figure 1: Schematic diagram of decision making using
chaotic semiconductor laser.

ever, the operation speed in these systems is low (in the
order of Hz).

Meanwhile, in recent years, physical implementation of
high-speed decision making using chaotic waveforms in a
semiconductor laser has been reported [7]. Due to its irreg-
ularly in GHz order, chaotic laser waveforms are used for
physical random number generation [8, 9] and secret key
distribution [10, 11]. Chaotic laser waveforms can be used
to increase the speed of decision making. However, a lim-
ited number of studies have been reported on the decision
making using chaotic laser waveform [7]. In addition, the
influence of the memory parameter has not been investi-
gated yet.

In this study, we numerically implement high-speed de-
cision making by using TOW method and chaotic temporal
waveforms in a semiconductor laser. We investigate the in-
fluence of the memory parameter on the decision making
performance.

2. TOW method using chaos in semiconductor laser

We consider the two-armed bandit problem that satisfies
the following conditions. The total number of the trials to
draw slot machines is fixed, and the sum of the hit proba-
bilities of two slot machines is set to 1.0. Furthermore, the
sum of the hit probabilities is given to the decision making
algorithm as prior knowledge.

In this study, we make decisions using experimentally
obtained chaotic temporal waveforms generated from a
semiconductor laser with optical feedback. Figure 1 shows
the decision-making scheme based on the TOW method
using chaotic temporal waveforms of the semiconductor
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Table 1: Value of X(t)
Selected slot machine Hit Miss

S A -1 +1
S B +1 -1

laser. First, one threshold value is set for the chaotic wave-
form and the temporal waveform is periodically sampled.
If the sampled data is larger than the threshold value, the
slot machine S A is selected. On the other hand, if the sam-
pled data is smaller than the threshold value, the slot ma-
chine S B is selected. Reinforcement learning is performed
by changing the threshold value according to the result of
the selected slot machine. For example, if the slot machine
S A is selected and the result is “hit”, the threshold value is
decreased (-1 in Table 1) so that the range of the sampled
data for S A is expanded. On the other hand, if the selected
result is “miss”, the threshold value is increased (+1 in Ta-
ble 1) so that the range of the sampled data for S A becomes
narrower. In this way, by moving the threshold according
to the result of “hit” and “miss”, the range of the sampled
data is adjusted and finally all the range becomes either S A

or S B to make decision.
The threshold value T (t) is changed with respect to the

chaotic waveform as follows.

T (t) =

k(int)T A(t − 1) (|(int)T A(t − 1)| ≤ N)
kN (|(int)T A(t − 1)| > N)

(1)

where, k is the width of the threshold step, N is the number
of threshold level. The threshold is changed between −N
and N (Total number of the threshold level is 2N+1). These
two parameters limit the range of the movement of the
threshold. T A(t) is the threshold adjuster variable, which
is determined by the results of selecting the slot machines
and past decision making. The threshold adjuster variable
T A(t) is defined as follows.

T A(t) = X(t) + αT A(t − 1) (2)

where, X(t) is the variable determined by the result of “hit”
or “miss” with the selected slot machine, defined in Table
1. α is the memory parameter for weighting past thresh-
old adjuster variables. The memory parameter α ranges in
0 ≤ α ≤ 1. For α = 0, T A(t) is determined by only the
previous value of X(t). On the other hand, for α = 1, T A(t)
is determined by the results of all the past values of X(t).
We investigate the influence of α on the performance of
decision making.

3. Experimental setup

We conducted experiments to acquire chaotic tempo-
ral waveforms of a semiconductor laser for decision mak-
ing. Our experimental setup for the semiconductor laser
is shown in Fig. 2. The output light of the semiconduc-
tor laser was reflected by a external mirror (Reflector), and
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Figure 2: Experimental setup for generation of chaotic tem-
poral waveforms in semiconductor laser.

feed back to the laser to generate chaos. The feed back
light power was 210 µW. Chaotic output of the laser was
injected into a photodetector and converted into an electric
signal, and temporal waveforms were acquired by an digi-
tal oscilloscope with 8-bit vertical resolution.

4. Performance evaluation of decision making

4.1. Correct decision rate (CDR)

We used the parameter values in Table 2 for our numeri-
cal simulations. The number of trials for selecting slot ma-
chine is set to 5000. The hit probabilities of two slot ma-
chine S A and S B (defined as PA and PB) are set to PA = 0.4
and PB = 0.6, and switched every 1000 times. 5000 trials
of selected the slot machines are defined as one cycle, and
1000 cycles are used for the evaluation of the performance
of decision making. We evaluate the correct decision rate
(CDR) at which the slot machine with the highest hit prob-
ability is selected. The CDR is defined as follows.

CDR(t) =
1
n

n∑
i=1

C(i, t) (3)

where, C(i, t) = 1 if the slot machine with the highest hit
probability is selected, and C(i, t) = 0 otherwise, for the
t-th decision making at the i-th cycle. In this evaluation,
we can evaluate the number of trials for selecting the slot
machine with the highest hit probability.

Figures 3(a) and 3(b) show the temporal evolutions of
CDR when the memory parameter is small (α = 0.990),

Table 2: Parameter values of decision making
Parameters Symbols Values

Memory parameter α 0.990 or 0.999
Width of threshold step k 64

Number of threshold level N 2
Width of threshold steps R 256

Hit probability of S A PA 0.4 or 0.6
Hit probability of S B PB 0.6 or 0.4

Flip interval FI 1000
Number of trials m 5000
Number of cycles n 1000
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Figure 3: Temporal evolution of correct decision rate
(CDR) for the memory parameter of (a) α = 0.990 and
(b) α = 0.999 when the hit probabilities are changed for
every 1000 times.

and large (α = 0.999), respectively. As shown in Fig. 3(a),
when the memory parameter is 0.990, CDR approaches
1.0 quickly even though the hit probabilities are switched,
and the decision making can be adapted to environmental
change (i.e., switching of the hit probabilities). However,
CDR near 1.0 slightly fluctuates and does not converge to
1.0. On the other hand, when the memory parameter is
0.999 in Figure 3(b), it takes time until CDR approaches
1.0 after the hit probabilities are switched, and the adap-
tation speed is slow. However, CDR converges to nearly
1.0.

From this result, it is found that when the memory pa-
rameter is small, fast adaptation to environmental change
can be obtained, however, the convergence to the correct
decision is not completed. On the other hand, when the

Figure 4: Average hit rate as a function of the memory pa-
rameter. The dotted line indicates the maximum value of
average hit rate (PA = 0.4, PB = 0.6).

memory parameter is large, slow adaptation to the environ-
mental change is obtained, however, good convergence to
the correct decision is achieved.

4.2. Average hit rate (AHR)

Next, we evaluate the average hit rate (AHR), corre-
sponding to the total reward of the decision making. AHR
is defined as follows.

AHR =
1

mn

n∑
i=1

m∑
j=1

H(i, j) (4)

where, H(i, j) = 1 if the selected slot machine is “hit”, and
H(i, j) = 0 if the selected slot machine is ”miss” for the
j-th decision making at the i-th cycle. AHR represents the
total reward acquisition rate.

Figure 4 shows AHR when the memory parameter α is
continuously changed. The upper limit value of AHR is 0.6
because it is the highest hit probability when PA = 0.4 and
PB = 0.6 are switched. From Fig. 4, the maximum value
of the AHR is 0.589. In addition, the memory parameter at
which AHR becomes the largest is α = 0.984. We found
that it is possible to maximize the reward by choosing an
optimal memory parameter, due to the trade-off between
the adaptation and the convergence.

5. Conclusions

We numerically investigated high-speed decision mak-
ing based on TOW method by using temporal waveforms
of a chaotic semiconductor laser. We performed decision
making in two slot machines in which hit probabilities
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are switched, and evaluated the role of memory parame-
ter. When the memory parameter is small, fast adaptation
to environmental change is obtained, however, the conver-
gence of the correct decision is not completed. On the other
hand, when the memory parameter is large, slow adaptation
is obtained, however, good convergence to the correct deci-
sion is achieved. Therefore, there is a trade-off between the
adaptation and the convergence. Finally, we investigated
the memory parameter, and the reward of decision making
can be maximized by choosing an appropriate memory pa-
rameter.

The decision making method using chaotic temporal
waveforms in a semiconductor laser could be used for ap-
plications in high-speed trading.
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