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Abstract—We investigated the predictability of TOPIX
(Tokyo Stock Price Index) as a typical stock market index
by using various deep neural networks to learn nonlinear
dynamics hidden in complex price movements. If there
are not any dynamics in them, that is, financial systems
are random, prediction accuracy would not be improved by
deep learning procedures. However, we confirmed this im-
provement by some simulations with real stock data, which
means that financial systems are not random and have some
predictability.

1. Introduction

As a core concept of traditional financial economics,
the efficient market hypothesis (EMH) insists that finan-
cial price behavior is completely unpredictable and can be
characterized by the random walk. However, the EMH
is merely a hypothesis, and especially the behavioral eco-
nomics has insisted that the EMH is limited due to the psy-
chological bias of market participants. Moreover, in recent
years, it becomes easier to obtain real financial data, and
therefore it is possible to discuss the validity of the EMH
by using real data.

Because the EMH insists that financial markets are un-
predictable, if we could show the predictability, it would
be a counter-evidence of the EMH. In this purpose, we
can examine the predictability of individual stocks, but the
market indexes such as TOPIX and the Nikkei Stock Av-
erage (Nikkei 225) are more universal as market behavior.
In particular, TOPIX is composed by the market capital-
ization of all the companies listed on the first section of
the Tokyo Stock Exchange (TSE). Therefore, the present
study focuses on TOPIX as a universal example to discuss
the predictability of stock markets and the validity of the
EMH.

As a nonlinear prediction model, we use the neural net-
work framework. Although we can apply the time-series
data of TOPIX to a neural network, it might be better to
apply all the stocks composing TOPIX as explanatory vari-
ables because TOPIX depends on them. However, because
the dimension of the input layer increases very much, the

usual three-layer neural network might be hard to work in
terms of the curse of dimensionality. For this reason, we
need to use multilayered neural networks, but the vanishing
gradient problem might be happen in the back propagation
algorithm. To moderate this problem, we also use the deep
neural network (DNN), which includes the pre-training by
the autoencoder[1]. In addition, the dropout technique[2]
can be also included in the DNN by suspending some neu-
rons randomly to restrain the over-fitting problem.

If the EMH is true, the above attempts must be useless.
However, if the prediction accuracy of TOPIX is improved,
this means that stock markets have some patterns against
the random walk and have some predictability against the
EHM. To verify this possibility, we perform some predic-
tive simulations with real stock data.

2. Traditional Neural Networks

2.1. Three-Layer Neural Network (3NN)

The most typical neural network is composed of the
three layers: an input layer, a hidden layer, and an out-
put layer. First, let us denote the output value from thej-th
hidden layer as

y j = f

 I∑
i=1

wi j xi + b j

 , where f (u) = max(u,0). (1)

Here, xi is the output value from thei-th input layer,wi j

is the connection weight from the input layer to the hidden
layer,b j is the bias of the hidden layer, andf is a nonlinear
function. Then,i = 1 ∼ I and j = 1 ∼ J.

Similarly, the output value from thek-th output layer is
denoted as

zk = g

 J∑
j=1

w jky j + bk

 , where g(u) = u. (2)

Here,w jk is the connection weight from the hidden layer to
the output layer,bk is the bias of the output layer, andg is
the identity function. Then,k = 1 ∼ K.

Next, the model parameters:wi j , w jk, b j , and bk are
trained by the back propagation algorithm. Moreover, for
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dynamically adjustment of the training late, we apply the
adaptive moment estimation (Adam) [3], which estimates
the meanm(t) and variancev(t) of the distribution of the er-
ror functionE(t),(t = 1,2, · · · ,T). Here,E(t) is the square
error between a predicted value and its true value at timet.

The update equation of training late is as follows:

m(t + 1) = β1m(t) + (1− β1)∇E(t)2, (3)

v(t + 1) = β2v(t) + (1− β2)∇E(t)2. (4)

Next, these values are modified as follows:

m̂(t + 1) ← m(t + 1)/(1− β1), (5)

v̂(t + 1) ← v(t + 1)/(1− β2). (6)

Here,β1 andβ2 is used to prevent the rapid decline of train-
ing late. Moreover,β1 = 0.9 andβ2 = 0.999 are recom-
mended in the original study[3], and therefore we adopt
the same values.

Finally, each model parameter of a neural network is re-
newed by the back propagation with the above values.

w jk(t + 1) = w jk(t) − αm̂(t + 1)/(
√

v̂(t + 1)+ ϵ) (7)

wi j (t + 1) = wi j (t) − αm̂(t + 1)/(
√

v̂(t + 1)+ ϵ) (8)

bk(t + 1) = bk(t) − αm̂(t + 1)/(
√

v̂(t + 1)+ ϵ) (9)

b j(t + 1) = b j(t) − αm̂(t + 1)/(
√

v̂(t + 1)+ ϵ) (10)

Here,α = 0.001 andϵ = 10−8 are recommended in Ref.[3],
and therefore we adopt the same values.

2.2. Deep Neural Network (DNN)

As the number of neurons in the input layer is larger, the
relationship between input and output data becomes more
complex, and therefore we need a multilayered neural net-
work (MNN) to enhance its learning ability. Moreover, in
terms of the curse of dimensionality, the MNN is useful
for dimension reduction, which is a sort of feature selec-
tion. However, in the back propagation mentioned above,
the MNN has the vanishing gradient problem due to which
the modification of model parameters becomes weaker as
in closer to the input layer.

However, recently, the deep learning was invented, and
one of core concepts is the autoencoder[1] that can be used
for the pre-training of MNN to moderate the vanishing gra-
dient problem. Here, this deep learning model is called the
deep neural network (DNN), and we also apply this model
to examine whether the predictability of TOPIX can be im-
proved.

Moreover, the dropout[2] is also a core concept of the
deep learning in order to reduce the over-fitting problem
because the DNN tends to be complex. Then, its benefit can
be explained from the viewpoint of the ensemble learning.
However, if financial systems are completely random, these
concepts must not work at all.

3. Stacked Autoencoder

Some autoencoders are stacked for the pre-training of
DNN as shown in Fig. 1. An autoencoder is just a 3NN of
Eqs. (1) and (2), and its model parameters can be learned
by the back propagation mentioned in Sect. 2.1. However,
the number of neurons in the hidden layer is less than that
in the input layer, and the number of neurons in the output
layer is the same as the input layer. Namely, if we can get
the same input data from the output layer, it can be said that
the hidden layer worked for dimension reduction and the
encoded input data can be decoded without losing essential
information.

If we composed the DNN that has more than four lay-
ers, we stack the autoencoder as shown in Fig. 1 for pre-
training of the DNN. First, we remove the output layer of
the first autoencoder, and we consider the hidden layer of
it as the input layer of the second autoencoder. Next, we
train the second autoencoder by the back-propagation algo-
rithm, and repeat the same procedure many times. Finally,
the output layer is connected to the hidden layer of the final
autoencoder where the original input data were compressed
into a low dimension by the stacked auto encoders. Only
the output layer is initialized at random. In our study, the
number of neurons in each hidden layer was reduced by
90% compared to each input layer. After the pre-training,
the whole DNN is trained again by the back-propagation al-
gorithm. Although the vanishing gradient problem happens
again in the pre-trained DNN, the whole network even near
the input layer was already trained. Therefore, this problem
is not serious.

4. Predictive Simulations

In this study, we predict the return ratey(t) of the TOPIX
futures during the daytime from the open (9:00) to the
close (15:00) by using the return rates of stocksxi(t),
(i = 1,2, · · · , I ) during the night time from the close to the
open. Namely,y(t) is the output of a neural network and
the set ofxi(t) is the input of it:

y(t) =
c(t) − o(t)

o(t)
, (11)

xi(t) =
oi(t) − ci(t − 1)

ci(t − 1)
, (12)

wherec(t) and o(t) are the closing and opening price of
the TOPIX futures, andoi(t) andci(t − 1) are the opening
and closing price of thei-th stock. Then, each stock was
selected from the first section of Tokyo Stock Exchange
(TSE) and some stocks having missing data were omitted.
The total number of the used stocksI was 825. All real data
were obtained in the Yahoo Finance[4]. Figure 2 shows the
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Figure 1: Concept of the stacked autoencoder

closing pricec(t) of the TOPIX futures and its return rate
y(t) during 2008–2013.

The mode parameters of 3NN and DNN were trained
by y(t) andxi(t) during 2008–2012, and then these trained
models were tested during 2013. As a prediction accuracy,
we evaluated the correlation coefficientR:

R=

∑T
t=1(ŷ(t) − ⟨ŷ⟩)(y(t) − ⟨y⟩)√∑T

t=1(ŷ(t) − ⟨ŷ⟩)2
√∑T

t=1(y(t) − ⟨y⟩)2
, (13)

whereŷ(t) is a predicted value during the test period,y(t) is
its true value, and⟨·⟩means the average value.

Then, we examined the efficiency of the multilayered
network, the pre-training by the stacked autoencoder, and
the dropout. If financial systems are completely random,
these techniques are useless. Namely, we compared the
following six cases:

(a) 3NN without pre-training or dropout

(b) 3NN with dropout

(c) DNN without pre-training or dropout

(d) DNN with dropout

(e) DNN with pre-training

(f) DNN with pre-training and dropout
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Figure 2: Closing pricec(t) of the TOPIX futures and its
return ratey(t) during 2008–2013

Here, because the 3NN cannot apply the stacked autoen-
coder, its pre-training was not considered.

Figure 3 shows the prediction accuraciesR given by the
neural networks (a)–(f) during the test period. First of all,
the three-layer neural network (3NN) did not work even
with the dropout due to the curse of dimensionality. For
this predictive simulation, the dimension of the input layer
is 825. It might be too many for the 3NN. On the other
hand, the deep neural network (DNN) worked better than
the 3NN. Especially, we can see the difference among (c)–
(f) and the number of hidden layersM. In the case of the
DNN without the pre-training: (c) and (d),M = 3 shows
the best performance. However, in the case of using the
pre-training: (e) and (f), the largerM shows the best score.
This means that multilayered networks can reduce the high-
dimensional problem. However, if the multilayered net-
work does not apply the pre-training, its performance can-
not be improved due to the vanishing gradient problem.
In addition, as the number of hidden layersM is larger,
the decoding error by the autoencoder becomes larger and
namely the pre-training does not work well. For this rea-
son, the performance of each DNN has a peak according to
M.

Next, we investigated the improvement rateα of each
DNN realized by the dropout and/or the pre-training. For
example, the improvement rate from the case (c) to (d) was
calculated by

α(c,d) =
R(d) − R(c)
|R(c)| , (14)

whereR(d) is the prediction accuracy given by the case (d).
Figure 4 shows the results. We can confirm the improve-
ment given by the dropout and the pre-training. Namely,
these techniques worked well as we expected even in fi-
nancial markets. This means that financial markets have
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Figure 3: Prediction accuraciesR given by the neural networks (a)–(f) during the test period.M is the number of hidden
layers in a deep neural network.
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Figure 4: The improvement rateα between two cases. Each
α was calculated by the mean value ofM=2–6

some patterns differently from the random walk, and this is
a counter-evidence of the EMH.

5. Conclusion

We investigated the predictability of TOPIX futures as
a general example of financial markets by using many in-
dividual stocks as explanatory variables. For this reason,
we applied the deep neural network to avoid the curse of
dimensionality, and also adopted the pre-training by the
stacked autoencoder to moderate the vanishing gradient
problem and the dropout to reduce the over-fitting problem.

As results, we confirmed that multilayered networks can
improve the prediction accuracy of the TOPIX if the pre-

training is applied. Moreover, the efficiency of the dropout
was also confirmed as we expected. These results conclude
that financial markets have some patterns differently from
the random walk. That is why more advance prediction
models could learn these patterns better and improved the
prediction accuracy. This improvement corresponds to a
counter-evidence of the EMH.

As future problems, in order to enhance the universality,
we need to increase the number of trials with longer test
periods, and apply the surrogate data test to compare with
random phenomenon.
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