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Abstract—Research on neural networks is rapidly
growing, in spite of two stagnation periods in the last half
century. While theories and methods on neural networks
are often invented by computer science or enormous simu-
lation, introducing the discovery of neuroscience and neu-
rophysiology into neural networks is also an attractive ap-
proach. We propose a novel method that sets weights
between neuron units as sign-invariant weights based on
the functional classification of synapses, or distinction be-
tween the excitatory synapse and the inhibitory synapse.
Since weights are replaced by resistors in analog neural
circuits, the proposed method of fixing the sign of the
weight will bring effective innovation to the implementa-
tion of neural devices. The purpose of this study is to elu-
cidate the effect of the proposed method on network per-
formance. Unsupervised pre-training on the discrimination
model was first performed to which the proposed method
was applied, and then the model was fine-tuned. The ob-
tained learned network showed high accuracy comparable
to non-sign-invariant ordinary networks for category clas-
sification. This work is based on results obtained from a
project commissioned by the New Energy and Industrial
Technology Development Organization (NEDO).
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