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Abstract. A comparison between the Kennaugh matrix and the covariance matrix formulation of second- 
order moments radar polarimetry reveals interesting relationships between power and variance aspects of 
radar scattering from random targets. 
 
Introduction. In radar and in optical polarimetry there exist two different methods to characterize the 
polarimetric scattering properties of plane fully polarized electromagnetic waves by random targets by 
second-order moments, the Kennaugh matrix formulation and the covariance matrix analysis. They are 
generally considered to be independent, although formally they involve the same second-order moments. 
The Kennaugh approach is used for finding solutions for optimal power transfers whereas the covariance 
matrix is used for entropy and variance considerations. In the following we restrict ourselves to 
backscatter radar polarimetry for which we refer to Boerner et al [1] for a detailed account. The four 
elements of the Sinclair back scatter matrix S  in the common transmit/receive { , }x y - or { , }H V - 
polarization basis are correlated random variables where t  stands for ensemble values 
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It will be assumed that the elements of the Sinclair matrix ( )S t  at a fixed but arbitrary instant of time or 
space are random variables of a stationary and/or homogeneous stochastic processes. Assuming 
ergodicity ensemble averages can be replaced by time averages and are denoted by sharp brackets ...< > . 
For sake of simplicity we take ( ) 0S t< > =  which implies removing of means.   
 

Second-order moments of these random variables are taken into account by forming either one of these 
expressions 
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where the symbol ⊗  denotes the Kronecker product and the ‘vec’ operator indicates the subsequent 
stacking of column vectors, see Horn/Johnson [2]. The dagger symbol †  denotes Hermitian conjugation.  
 
The Kennaugh matrix. The pre-Kennaugh matrix K  arises in the following way. The random 
electromagnetic field ( )sE t

r
 resulting from scattering of the incident fully polarized wave iE

r
 by a 

randomly distributed target is combined with its complex conjugate as follows  
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Averaging leads to  
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The pre-Kennaugh matrix K  reads explicitly 
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where iK  ( 1,...,4)i =  are 2 2×  sub-matrices. Multiplication with the 4 4×  matrix Q  
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 leads to the (real) Stokes vectors g of the scattered and incident electric fields.. The Kennaugh matrix 

eK , see Mott [3],  is defined by 
  

 * * † * † † 11 1 1
( ) ( )

2 2 2eK Q S t S t Q Q KQ DQKQ DQKQ −= < ⊗ > = = =  

 
with the diagonal matrix diag[1,1,1, 1]D = − . The  matrix D  arises from the application of the voltage 
equation to power optimization problems. Actually it should be considered as the time reversal operation 
in polarimetrric Minkowshi space taking into account that the incident and the scattered wave in 
backscatter radar polarimetry propagate in opposite directions, see  Lüneburg [5]. It is 
worthwhile to point out that the Kennaugh matrix is real and symmetric if K (or even S  for a point 
target) is symmetric . These expressions can be found also from Wolf’s coherency matrix [6]. 
 
The covariance matrix. We introduce the so-called polarimetric target feature vector   
 

 

1

2

3

4

( )( )
( )( )

( ) vec ( ) .
( ) ( )
( ) ( )

HH

VH

HV

VV

S tk t
S tk t

k t S t
k t S t
k t S t

  
  
  = = =   
  

      

r
 

 
which is just a straightforward way of writing the random elements in a convenient form, Then the 
explicit form of  covariance matrix C is given by †( ) ( )C k t k t= < >

r r
or 
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By definition the 4 4×  covariance matrix C  is Hermitian positive semi-definite. We note the following 
relation between the pre-Kennaugh matrix K  and the covariance matrix C : vec ( 1,...,4)T

i iC K i= = . 
Another column vector ordering uses the Pauli spin matrices. Both forms are related by unitary similarity 
and hence have the same norm and eigenvalues. Covariance or correlation matrices describe second-order 
moments of multivariate (often Gaussian) joint probability density functions. In radar polarimetry the 
application of the covariance matrix is known as target decomposition theory, see Cloude [7]. This is 
however a special application of the widely-known Principle Component Analysis (PCA) from general 
multivariate statistics, see Jolliffe [4]. The main purpose of PCA is to convert the correlated random 
variable ( )ik t  into new uncorrelated (not necessary independent) variables and order the new variables 
according to their variances. 
 
Being Hermitian positive semi-definite the covariance matrix C can be unitarily diagonalized 
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We introduce new random variables by means of the linear relation 
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with real nonnegative eigenvalues 4 3 2 10 λ λ λ λ≤ ≤ ≤ ≤ and orthonormal eigenvectors îx  
 
 †ˆ ˆ ˆ ˆ, ( , 1,2,3,4).i i i i j ijC x x x x i jλ δ= = =  
 
The new random vector components ( )iz t  ( 1,2,3,4)i =  of the target feature vector ( )Z t

r
 are called the 

principal components (PC’s), see Jolliffe [4]. They are uncorrelated (but not necessarily independent) and 
their variance is equal to the corresponding eigenvalue of C  
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The eigenvectors îx  ( 1,2,3,4)i =  of the covariance matrix C are called the vectors of coefficients 
or loadings for the i-th principal component ( )iz t .  The spectral decomposition of C  is given by  
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‘vec’ operation the îx ’s can be interpreted as  2 2×  point targets iS  with span 1iS =  
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and hence by making use of  the relation ( ) ( )k t U Z t=
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This is the expansion of the samples of the Sinclair matrix ( )S t  into four point targets with 
random coefficients. It should be stressed that the new random variables ( )iz t are uncorrelated 
and that the basic targets iS  are orthonormal in the sense 
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The average Graves’ power matrix is Hermitian positive semi-definite and can be expanded according to 
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Using the fact that the variables ( )iz t  are uncorrelated we obtain the expansion 
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and therefore 
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i.e., the Kennaugh matrix is the sum of 4 elementary Kennaugh matrices of point targets with weights iλ .  
With this analysis, we have shown the intimate connection between the matrices ( )S t , eK , K  and C . 
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