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#### Abstract

A quad-double number is an unevaluated sum of four double precision numbers, capable of representing at least 212 bits of significand. Hida et. al. have developed the well-known software for quad-double arithmetic called "QD". Similarly to their algorithms, in this paper, fast multiprecision algorithms are proposed. The proposed algorithms in this paper are designed to achieve the results as if computed in almost 4-fold working precision. Numerical results are presented showing the performance of the proposed multiprecision algorithms.


## 1. Introduction

In a numerical calculation sometimes we need higher than double precision floating point arithmetic to allow us to be confident a result. One alternative is to rewrite the program to use a software package implementing arbitraryprecision extended floating-point arithmetic such as MPFR [1] or exflib [2], and try to choose a suitable precision. There are possibilities intermediate between the largest hardware floating point format and the general arbitrary precision software which combine a considerable amount of extra precision with a relatively speaking modest factor loss in speed. An alternative approach is to store numbers in a multiple-component format, where a number is expressed as unevaluated sums of ordinary floating-point words, each with its own significand and exponent like ARPREC [3]. The multiple-digit approach can represent a much larger range of numbers, whereas the multiplecomponent approach has the advantage in speed.

We note that many applications would get full benefit from using merely a small multiple the working precision without the need for arbitrary precision. Bailey [4] have developed algorithms for double-double arithmetic ${ }^{1}$. A double-double number is an unevaluated sum of two double precision numbers, capable of representing at least 106 bits of significand. Similarly, Hida et.al. have implemented a quad-double arithmetic [5]: a quad-double number is an unevaluated sum of four double precision numbers, capable of representing at least 212 bits of significand. These algorithms can be made faster than some softwares for arbitrary precision.

[^0]In this paper we will propose an efficient format and describe fast algorithms for basic operations similar to quaddouble arithmetic. Proposed format is also an unevaluated sum of four double precision numbers, but it is capable of representing at least 203 bits of significand ( 50 bit $\times 3+53$ bit). Hence, it is slightly less accuracy than a quaddouble arithmetic, however, there is leeway to treat "carry bits" on IEEE 754 double precision numbers. As a result, presented algorithms for the format is faster than that for quad-double arithmetic. For example, proposed multiplication algorithm is about 2-times faster than that of quaddouble arithmetic. By numerical experiments it is shown that the proposed algorithms are efficient compared with Hida et.al's quad-double, MPFR and exflib.

## 2. Preliminary

### 2.1. Notation

We assume that neither overflow nor underflow occur. The set of floating-point numbers which have $m$-bit mantissa is denoted by $\mathbb{F}_{m}$. Simply, $\mathbb{F}$ denotes the set of floating-point numbers according to the IEEE 754 arithmetic standard. The relative rounding error unit, the distance from 1.0 to the next larger floating-point number in $\mathbb{F}_{m}$, is denoted by $\mathbf{u}_{m}$. For IEEE754 double precision $\mathbf{u}=2^{-53}$. We denote by $f(\cdot)$ the result of a floatingpoint operations in rounding to nearest corresponding to the IEEE 754 arithmetic standard.

Let us denote ufp ("unit in the first place") by

$$
\begin{equation*}
0 \neq r \in \mathbb{R} \quad \Rightarrow \quad \text { ufp }(r):=2^{\left.\left\lfloor\log _{2} \mid r\right\rfloor\right\rfloor} \tag{1}
\end{equation*}
$$

where we set $u f(0):=0$ [6]. Furthermore, we define the floating-point predecessor and successor of a real number $r$ by

$$
\begin{align*}
& \operatorname{pred}_{m}(r):=\max \left\{f \in \mathbb{F}_{m} \mid f<r\right\}  \tag{2}\\
& \operatorname{succ}_{m}(r):=\min \left\{f \in \mathbb{F}_{m} \mid r<f\right\} \tag{3}
\end{align*}
$$

A floating-point number $f$ is called a ( $m$-bit) faithful rounding of a real number $r$ if there is no other floating-point number between $f$ and $r$ [6]. It follows that $f=r$ in case $r \in \mathbb{F}_{m}$.

## Definition 1

A floating-point number $f \in \mathbb{F}_{m}$ is called a faithful rounding of a real number $r \in \mathbb{R}$ if $\operatorname{pred}_{m}(f)<r<\operatorname{succ}_{m}(f)$. We denote this by $f \in$ faithful $_{m}(r)$. For $r \in \mathbb{F}_{m}$ this implies $f=r$.

Rump et.al. have extended Definition 1 to a sequence $a_{0}, \cdots, a_{k-1}$ [7].

## Definition 2

$A$ sequence $a_{0}, \cdots, a_{k-1} \in \mathbb{F}_{m}$ is called a ( $m$-bit and $k$-fold) faithful rounding of $s \in \mathbb{R}$ if

$$
\begin{equation*}
a_{i} \in \operatorname{faithful}_{m}\left(s-\sum_{v=0}^{i-1} a_{v}\right) \quad \text { for } \quad 0 \leqq i \leqq k-1 \text {. } \tag{4}
\end{equation*}
$$

Furthermore, for the integer $n$, the numbers $a_{0}, \cdots, a_{k-2} \in$ $\mathbb{F}_{m}$ and $a_{k-1} \in \mathbb{F}_{n}$, a sequence $a_{0}, \cdots, a_{k-1}$ is also called a ( $m$-bit, $n$-bit and $k$-fold) faithful rounding of $s$ if

$$
\begin{align*}
& \quad a_{i} \in \text { faithful }_{m}\left(s-\sum_{v=0}^{i-1} a_{v}\right) \text { for } 0 \leqq i \leqq k-2,  \tag{5}\\
& a_{k-1} \in \text { faithful }_{n}\left(s-\sum_{v=0}^{k-2} a_{v}\right) . \tag{6}
\end{align*}
$$

### 2.2. Error Free Transformations

It is known that the error of every floating-point operation is itself a floating-point number:

$$
\begin{equation*}
x=f l(a \circ b) \quad \Longrightarrow \quad x+y=a \circ b \quad \text { with } \quad y \in \mathbb{F} \tag{7}
\end{equation*}
$$

for $a, b \in \mathbb{F}$ and $\circ \in\{+,-, \cdot\}$. Remarkably, the error $y$ can be calculated using only basic floating-point operations. First, we introduce the addition algorithm TwoSum. Knuth [8] presented the following algorithm which transforms a pair $(x, y)$ with $x, y \in \mathbb{F}$ into a new pair $(a, b)$ with $a, b \in \mathbb{F}$ satisfying

$$
\begin{gather*}
x+y=a+b \quad \text { with } \quad a=f(x+y)  \tag{8}\\
|b| \leq \mathbf{u}|a| \tag{9}
\end{gather*}
$$

```
Algorithm 1 Error-free transformation of the sum of two
floating-point numbers.
    function \([a, b]=\operatorname{TwoSum}(x, y)\)
        \(a=f(x+y)\)
        \(c=f l(a-x)\)
        \(b=f((x-(a-c))+(y-c))\)
    end
```

Next, we proceed to the dot product. The multiplication routine needs to split the input arguments into two parts. The following algorithm on Algorithm 2 by Dekker [9] splits a floating point number $x \in \mathbb{F}$ into two parts $x_{h}, x_{t} \in$

Algorithm 2 Error-free transformation of the split a floating-point number into two floating-point numbers.

```
function \(\left[x_{h}, x_{t}\right]=\operatorname{Split}(x)\)
    \(c=f\left(\left(2^{27}+1\right) \cdot x\right)\)
    \(x_{h}=f l(c-(c-x))\)
    \(x_{t}=f l\left(x-x_{h}\right)\)
    end
```

$\mathbb{F}$, where both parts have at most 26 nonzero bits, such that $x=x_{h}+x_{t}$.

There is another splitting algorithm called "ExtractScalar". This algorithm is to extract high order part of a floating point numbers. A floating-point number is split relative to $\sigma$, a fixed power of 2 . The higher and the lower part of the splitting may have between 0 and $m$ significant bits, depending on $\sigma$.

```
\(\overline{\text { Algorithm } 3 \text { Error-free transformation extracting high or- }}\)
der part.
    function \(\left[q, p^{\prime}\right]=\operatorname{ExtractScalar}(\sigma, p)\)
    \(q=f l((\sigma+p)-\sigma)\)
    \(p^{\prime}=f(p-q)\)
end
```

There, a 53-bit floating-point number is split into two parts relative to its exponent, and using a sign bit both the high and the low part have at most 26 significant bits in the mantissa. In ExtractScalar a floating-point number is split relative to $\sigma$, a fixed power of 2 . The higher and the lower part of the splitting may have between 0 and 53 significant bits, depending on $\sigma$.

Using Split, the following multiplication routine by G.W. Veltkamp (see [9]) can be formulated.

Algorithm 4 Error-free transformation of the product of two floating-point numbers.

```
function \([a, b]=\) TwoProduct \((x, y)\)
    \(a=f l(x \cdot y)\)
    \(\left[x_{1}, x_{2}\right]=\operatorname{Split}(x)\)
    \(\left[y_{1}, y_{2}\right]=\operatorname{Split}(y)\)
    \(b=f l\left(x_{2} \cdot y_{2}-\left(\left(\left(a-x_{1} \cdot y_{1}\right)-x_{2} \cdot y_{1}\right)-x_{1} \cdot y_{2}\right)\right)\)
    end
```


## 3. Proposed Method

### 3.1. Format

A number of proposed format is an unevaluated sum of three floating-point numbers in $\mathbb{F}_{50}$ and one floating point number in $\mathbb{F}$. For $a_{0}, a_{1}, a_{2} \in \mathbb{F}_{50}$ and $a_{3} \in \mathbb{F}$, the number $\left(a_{0}, a_{1}, a_{2}, a_{3}\right)$ represents the exact sum $a=a_{0}+a_{1}+a_{2}+a_{3}$.

Then we require that the quadruple $\left(a_{0}, a_{1}, a_{2}, a_{3}\right)$ to satisfy

$$
\begin{align*}
a_{0} & \in \text { faithful }_{50}(a)  \tag{10}\\
a_{1} & \in \text { faithful }_{100}(a)-a_{0}  \tag{11}\\
a_{2} & \in \text { faithful }_{150}(a)-a_{0}-a_{1}  \tag{12}\\
\left|a_{3}\right| & <2 \mathbf{u}_{50}^{3} \cdot \operatorname{ufp}^{3}\left(a_{0}\right) \tag{13}
\end{align*}
$$

Note that $a_{0}$ is a 50-bit faithful rounding of $a$.

## Lemma 1

Let $a=\left(a_{1}, a_{2}, a_{3}, a_{4}\right)$ be a number of proposed format, $\left|a_{k}\right|<2 \mathbf{u}_{50}^{k} u f p\left(a_{0}\right)$.

In Hida et.al.'s paper, they have proposed "a quaddouble number" by an unevaluated sum of four floatingpoint numbers in $\mathbb{F}$. Proposed format in this paper is similar to Hida et.al.'s algorithm, but there are several differences between them. One, the accuracy of proposed format is slightly less accuracy than quad-double arithmetic: the number of mantissa of the proposed format is at least 203 bits, on the other hand, that of quad-double arithmetic is at least 212 bits. Second, the way to store numbers is different. Third, quad-double arithmetic is unique for a real number $r$, but the proposed format has many way to represent the number.

Most of the algorithms described in this paper produce an expansion that is not of canonical form - often having overlapping bits. Therefore, we present a renormalized algorithm to proposed format satisfying (10) - (13) .

```
Algorithm 5 A renormalized algorithm
    function \(\left[a_{0}, a_{1}, a_{2}, a_{3}\right]=\operatorname{Renormalize}\left(x_{0}, x_{1}, x_{2}, x_{3}\right)\)
        \(\left[s_{0}, t_{0}\right]=\operatorname{TwoSum}\left(x_{0}, x_{1}\right)\)
        \(\left[a_{0}, b_{0}\right]=\operatorname{ExtractScalar}\left(2^{53-50} \cdot \operatorname{ufp}\left(s_{0}\right), s_{0}\right)\)
        \(\left[s_{1}, t_{1}\right]=\operatorname{TwoSum}\left(f\left(b_{0}+t_{0}\right), x_{2}\right)\)
        \(\left[a_{1}, b_{1}\right]=\operatorname{ExtractScalar}\left(2^{53-100} \cdot \operatorname{ufp}\left(a_{0}\right), s_{1}\right)\)
        \(\left[s_{2}, t_{2}\right]=\operatorname{TwoSum}\left(f\left(b_{1}+t_{1}\right), x_{3}\right)\)
        \(\left[a_{2}, b_{2}\right]=\operatorname{ExtractScalar}\left(2^{53-150} \cdot \operatorname{ufp}\left(a_{0}\right), s_{2}\right)\)
        \(a_{3}=f l\left(b_{2}+t_{2}\right)\)
    end
```

We present a following theorem.

## Theorem 1

We define $\mathbb{F}\left(2^{m}: 2^{n}\right)$ by a set of all floating point numbers consisted by bits from $2^{n}$ to $2^{m}(m>n)$. If a sequence $x_{0}, \cdots, x_{3}$ satisfying

$$
\begin{align*}
& x_{0} \in \mathbb{F}  \tag{14}\\
& x_{1} \in \mathbb{F}\left(2^{-47} u f p\left(x_{0}\right): 2^{-99} u f p\left(x_{0}\right)\right)  \tag{15}\\
& x_{2} \in \mathbb{F}\left(2^{-97} u f p\left(x_{0}\right): 2^{-149} u f p\left(x_{0}\right)\right)  \tag{16}\\
& x_{3} \in \mathbb{F}\left(2^{-147} u f p\left(x_{0}\right): 2^{-1022}\right) \cap \mathbb{F} \tag{17}
\end{align*}
$$

is given. Then the result sequence $a_{0}, a_{1}, a_{2}, a_{3}$ of Algorithm 5 satisfies the format (10) - (13), and the maximum error of Algorithm 5 is
$\left|x_{0}+x_{1}+x_{2}+x_{3}-\left(a_{0}+a_{1}+a_{2}+a_{3}\right)\right| \leqq 2 \cdot 2^{-203} \cdot u f p\left(a_{0}\right)$.

### 3.2. Multiplication

Multiplication is basically done in a straightforward way, multiplying term by term and accumulating. Note that unlike addition, there are no possibilities of massive cancellation in multiplication.

First, to achieve the proposed form, we need to modify the multiplication algorithm TwoProduct for $m$-bit floating point numbers. For a pair of $m$-bit floating point numbers $(x, y)$ with $x, y \in \mathbb{F}_{m}$ into a new pair $(a, b)$ with $a, b \in \mathbb{F}_{m}$ satisfying

$$
\begin{equation*}
x \times y=a+b, \quad|b| \leq \mathbf{u}_{\mathbf{m}}|a| . \tag{19}
\end{equation*}
$$

```
Algorithm \(6 m\)-bit TwoProduct. ( \(27<m<53\) )
    function \([a, b]=\operatorname{TwoProduct}_{m}(x, y)\)
        \(z=f l(x \cdot y)\)
        \(\left[x_{1}, x_{2}\right]=\operatorname{Split}(x)\)
        \(\left[y_{1}, y_{2}\right]=\operatorname{Split}(y)\)
        \(w=f\left(x_{2} \cdot y_{2}-\left(\left(\left(z-x_{1} \cdot y_{1}\right)-x_{2} \cdot y_{1}\right)-x_{1} \cdot y_{2}\right)\right)\)
        \([a, v]=\operatorname{ExtractScalar}\left(2^{53-m} \cdot \operatorname{ufp}(z), z\right)\)
        \(b=f(w+v)\)
    end
```


## Theorem 2

For a number $x, y \in \mathbb{F}_{m}$, the result of Algorithm 6 satisfies (19).

Let $x=\left(x_{0}, x_{1}, x_{2}, x_{3}\right)$ and $y=\left(y_{0}, y_{1}, y_{2}, y_{3}\right)$ be two numbers of the proposed form. Assume (without loss of generality) that $a$ and $b$ are order 1 .

$$
\begin{aligned}
x \times y \approx & x_{0} y_{0} & & O(1) \text { term } \\
& +x_{0} y_{1}+x_{1} y_{0} & & O\left(\mathbf{u}_{50}\right) \text { terms } \\
& +x_{0} y_{2}+x_{1} y_{1}+x_{2} y_{0} & & O\left(\mathbf{u}_{50}^{2}\right) \text { terms } \\
& +x_{0} y_{3}+x_{1} y_{2}+x_{2} y_{1}+x_{3} y_{0} & & O\left(\mathbf{u}_{50}^{3}\right) \text { terms } \\
& \left(+x_{1} y_{3}+x_{2} y_{2}+x_{3} y_{1}\right) & & O\left(\mathbf{u}_{50}^{4}\right) \text { terms }
\end{aligned}
$$

For $i+j<3$, let $\left[p_{i j}, q_{i j}\right]=$ TwoProduct $\left(x_{i}, y_{j}\right)$. Then $p_{i j}=O\left(\mathbf{u}_{50}^{i+j}\right)$ and $q_{i j}=O\left(\mathbf{u}_{50}^{i+j+1}\right)$. Now there are one term ( $p_{00}$ ) of order $O(1)$, three ( $p_{01}, p_{10}, q_{00}$ ) of order $O\left(\mathbf{u}_{50}\right)$, five ( $p_{02}, p_{11}, p_{20}, q_{01}, q_{10}$ ) of order $O\left(\mathbf{u}_{50}^{2}\right)$, seven of order $O\left(\mathbf{u}_{50}^{3}\right)$.

In Hida et.al.'s paper, there are three different summation boxes. They have called Three-Sum, Six-Three-Sum, Nine-Two-Sum. In proposed multiplication algorithm, in order to reduce the number of floating point operations, we
don't use these summation boxes. Instead of these, we've tried to using normal double precision arithmetic summation. In addition, in order to construct a fast algorithm in this paper, our algorithm don't compute the $O\left(\mathbf{u}_{50}^{4}\right)$ terms; they can affect the first 203 bits only by carries during accumulation. In this case, we can compute the $O\left(\mathbf{u}_{50}^{3}\right)$ terms using normal double precision arithmetic, thereby speeding up multiplication considerably.

```
Algorithm 7 a multiplication algorithm
    function \(\left[a_{0}, a_{1}, a_{2}, a_{3}\right]=\) multiplication \(\left(x_{0}, x_{1}, x_{2}, x_{3}\right.\),
                                    \(\left.y_{0}, y_{1}, y_{2}, y_{3}\right)\)
    \(\left[z_{0}, b_{0}\right]=\operatorname{TwoProduct}_{50}\left(x_{0}, y_{0}\right)\)
    \(\left[b_{1}, c_{0}\right]=\) TwoProduct \(_{50}\left(x_{0}, y_{1}\right)\)
    \(\left[b_{2}, c_{1}\right]=\) TwoProduct \(_{50}\left(x_{1}, y_{0}\right)\)
    \(z_{1}=f l\left(b_{0}+b_{1}+b_{2}\right)\)
    \(\left[c_{2}, d_{0}\right]=\operatorname{TwoProduct}_{50}\left(x_{0}, y_{2}\right)\)
    \(\left[c_{3}, d_{1}\right]=\operatorname{TwoProduct}_{50}\left(x_{1}, y_{1}\right)\)
    \(\left[c_{4}, d_{2}\right]=\) TwoProduct \(_{50}\left(x_{2}, y_{0}\right)\)
    \(z_{2}=f l\left(c_{0}+c_{1}+c_{2}+c_{3}+c_{4}\right)\)
    \(z_{3}=f l\left(d_{0}+d_{1}+d_{2}+x_{0} \cdot y_{3}+x_{1} \cdot y_{2}+x_{2} \cdot y_{1}+x_{3} \cdot y_{0}\right)\)
    \(\left[a_{0}, a_{1}, a_{2}, a_{3}\right]=\) Renormalize \(\left(z_{0}, z_{1}, z_{2}, z_{3}\right)\)
    end
```


## Theorem 3

The upper bound of the error of Algorithm 7 is $274 \cdot 2^{-203}$. ufp $\left(a_{0}\right)$.

## 4. Numerical results

In this section we present timing of proposed algorithms. We tested in the following environment: Intel Core I7, 1.8 GHz , Mac OS X 10.8.2, Memory 32GB. All proposed algorithms were tested in C++. All floating-point operations are done in IEEE standard 754 double precision. We use a compiler g++ 4.7 .2 with -02 option as usual. Moreover, to avoid overdoing the compiler optimizations for TwoSum and TwoProduct , an extra compile option -msse2 -mfpmath=sse has to be used.

The results for 10 million calls of each algorithms are summarized in Table 1:

Table 1: Measured computing time (sec) and time ratio for 10 million calls of each algorithms

|  | $+/-$ |  | $\times$ |  | $\div$ |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Proposed | 0.98 | $(1)$ | 2.00 | $(1)$ | 8.76 | $(1)$ |
| QD [5] | 0.95 | $(0.9)$ | 3.81 | $(1.9)$ | 15.3 | $(1.7)$ |
| exflib [2] | 2.84 | $(2.8)$ | 4.75 | $(2.3)$ | 16.3 | $(1.8)$ |
| MPFR [1] | 23.0 | $(23)$. | 26.27 | $(13)$. | 36.0 | $(4.1)$ |

## 5. Concluding remarks

We presented the algorithms and performance of basic operations on the proposed format. Proposed format is an unevaluated sum of four double precision numbers similar to quad-double arithmetic, but it is capable of representing at least 203 bits of significand ( 50 bit $\times 3+53$ bit). Hence, it is slightly less accuracy than a quad-double arithmetic, however, presented algorithms for the format is faster than that for quad-double arithmetic. By numerical experiments it is shown that the algorithms are faster compared to the computation time of the existing algorithm.
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