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Abstract

This paper investigates the image reconstruction of lossy
dielectric cylinders based on the multigrid optimization
method (MGOM), which consists of the conjugate gra-
dient method (CGM), the frequency-hopping technique
(FHT), and the multigrid method (MGM). The inverse
scattering problem is reduced to an optimization problem
where a cost functional is minimized to obtain the contrast
function. A fast reconstruction algorithm of estimating
the relative permittivities of the objects is presented with
multifrequency scattering data in microwave region. Some
numerical results for dielectric circular cylinders confirm
the ellectiveness of the proposed method.

1. Introduction

Microwave imaging of unknown objects has attracted
much attention in the study of nondestructive testing of
materials, biomedical diagnosis, detection of underground
objects, and radar target identification. In the past, sev-
eral inversion methods have been developed to render the
inverse problem tractable [1]-[14].

The purpose of this paper is to investigate an inverse
scattering problem of imaging lossy dielectric cylinders
based on the multigrid optimization method (MGOM).
The MGOM is composed of the conjugate gradient
method (CGM) [1], the frequency-hopping technique
(FHT) [2], and the multigrid method (MGM) [15],[16].
We present a fast reconstruction algorithm of estimating
the relative permittivities of the objects. We employ mul-
tifrequency scattering data in microwave region. As is well
known [1], the inverse scattering problem consists of solv-
ing a nonlinear integral equation for a contrast function,
which is expressed as a function of the relative permittiv-
ity of an object. We define a cost functional by the norm
of the difference between the scattered electric fields mea-
sured and calculated. Then the inverse scattering problem
1s cast into an optimization problem where the contrast
function is determined by minimizing the cost functional.
Applying the MGOM to the optimization problem, one
can derive an iterative algorithm for getting the contrast
function. Computer simulations are performed for lossy
dielectric circular cylinders to examine the validity of the
proposed algorithm. It is seen from the numerical results
that our procedure provides high-quality reconstructions

Fig. 1 Geometrical configuration of the problem.

with the property of fast convergence even for the case
where the scattered data contains a measurement error.

2. Theory

A. Inverse Scattering Problem

Figure 1 shows the geometrical configuration of the
problem. A lossy dielectric cylinder with relative per-
mittivity £5(p) and the cross section € is located in a
homogeneous medium of relative permittivity s,. The
object is illuminated by TM cylindrical electromagnetic
waves I"J;', (#; p) corresponding to the frequency of f,
where p = 1, 2,---, P. The incident waves are generated
from line sources placed at points with polar coordinates
(p, 0+m). The scattered electric fields Ej (c; 0 p) for each
illumination are measured at the observation points with
polar coordinates (p, ¢). A contrast [unction, which char-
acterizes the malerial property of the object, is written as

c(p) = es(p) — & (1)

The total electric field E‘; (¢; 0; p) inside the object, which
is expressed as the sum of the incident electric field and
the resulting scattered electric field, is represented as a
solution to the linear integral equation,
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The scattered electric field outside the object may be de-
scribed by
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where © indicates a domain outside the object, kp is
the free-space wavenumber for the frequency of f,, and
Gp(p; p') denotes the two-dimensional Green’s function
for the background medium given by

p)dp,

Golp: p)) = =T H (Vo kplo—p). (@)

[(,2](-) is the zeroth-order Hankel function of
the second kind. The inverse scattering problem can be
treated as the solution to the nonlinear integral equation
for the contrast function, which is expressed as Eq. (3)
6; p) with the scattered electric field

In Eq. (4), H,

by replacing H;((:;
measured, E";(ﬂ; p).

We suppose that the object is successively illuminated
by incident waves for the frequency of f,. The incident
waves are generated from the line sources located at the
points with angles 6 = #;, where | = 1,2,---,L. For
each illumination, the scattered electric fields are mea-
sured at observation points with angles ¢ = ¢,,, where
m=1,2,--., M. The square investigation domain con-
taining the object and the background medium is sub-
divided into N x N small square cells. The method of
moments [17] is utilized to discretize Eqgs. (2) and (3).

Let us define the following cost functional at the fre-
quency of f,:

E Z | B3 (c: 0 dm) — B30 6) [, (5)
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where ;.:';(95; P ) and h‘;((:; B1; ¢m) are, respectively, the
scattered electric fields measured and calculated at dis-
crete points along a circle of radius p. Then the inverse
scattering problem discussed here is reduced to an op-
timization problem where the contrast function is deter-
mined by minimizing the cost functional for P frequencies.
Note that the measured data are sunulated by solving the

direct scattering problem for the true contrast function
based on the FFT-CG method [18].

B. Multigrid Optimization Method

The optimization problem is solved by using the
MGOM. Application of the CGM to the minimization of
F,(c) at the frequency of f, provides an iterative formula
for estimating the contrast function. The gradient of Fj,(c)
may be obtained from its Fréchet derivative [1]. The direc-
tion and the step size used in the CGM are determined by
the Polak-Ribiére-Polyak method and a univariate search
technique [19],]20].

As is well known (2], the reconstruction accuracy de-
grades due to the property of nonlinearity inherent in the
inverse scattering problem. The FHT employs the recon-
structed result at the lower frequency as its initial estimate
at the next higher frequency. Thus the effect of nonlinear-
ity on the reconstructed image may be mitigated by using
the FHT.

An inverse scattering problem usually takes much com-
putational cost to obtain a convergent solution to a large
The MGM is a fast solver for

such a problem since it has the property that the oscil-

set of nonlinear equations.

latory solution error can be rapidly decreased when the
wavelength of the oscillation is comparable to the grid
size [15],[16]. Then the relaxation calculation based on
the CGM is performed for the suitable grid level in the
MGM. Now we employ the MGM with V-cycle, which is
constructed from two grid levels.

In the following, the parameters with the superseripts
H and h denote the quantities obtained at the coarse grid
level R¥ and the fine grid level R", respectively. The
reconstruction algorithm based on the MGOM is summa-
rized as follows:

Step 0 Set an initial guess of (';? and p = 1.

Step 1 Apply v iterations to the minimization of Fy(c)
using the CGM at R¥: min[F‘H( )= el

Step £ Interpolate c” to (, I;:, ";,I — c'p.

Step 3 Apply 15 1terat10n:-, to the minimization of F(c)
using the CGM at Rh. m?n[Fh( h)] — ¢ A"’

Step 4 Restrict ¢ to LH IH A"’ — (

Step 5 Apply 13 1tera.t10nb to thc mmlmization of I,(c)
using the CGM at RY: min]| I'}‘,H( H)] — FH.

Ste’p b » g 7

p . '\h + Ih ( SH Lf) - C;:.

Step ’7 Apply vy iterations to the minimization of Fy(c)
using the CGM at R": m?n[Fh( h)] — ¢ A"’

Step 8
else go to Step 4.

o striot Al M
Step 9 Rstrict ¢, to e,

Correct ¢! using the difference bctwccn ¢ and

If two V-cycles are completed, Ih( n go to Step 9;
and go to Step 1 with p := p+ 1.

At the highest frequency of fp, many V-cycles greater
than two are exceptionally used until the relative residual
error d in the scattered electric field is finally less than a
prescribed convergence criterion. In the above algorithm,
I ;I‘r is the restriction operator converting a fine resolution
to a coarse resolution. This operator gives a coarse-grid
parameter using the four-point average of fine-grid param-
eters [15],[16]. On the other hand, I} indicates the inter-
polation operator converting a coarse resoluton to a fine
resolution. It produces a fine-grid parameter from coarse-
grid parameters according to the well-known interpolation
formula [15],[16]. For convenience, the proposed MGOM
and the conventional CGM [1],]7] are called the method I
and the method II, respectively. Note that the ralaxation

calculations in the conventional CGM are performed only
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I'ig. 2 Geometry for the simulations.

for the fixed fine grid level R".

3. Numerical Results

Computer simulations are made to examine the validity of
the proposed method. We employ six frequencies of 1GHz,
2GHz, 3GHz, 4GHz, 5GHz, and 6GGHz. Figure 2 presents
the geometry for the simulations. Two dielectric circular
cylinders with the same radius of 0.4A have relative per-
mittivities of 5.0 — j0.15 and 3.0 — 50.09, where A is the
free-space wavelength for the highest frequency of 6GHz.
The current frequency hops to the next higher-frequency
after two V-cycles are completed in the MGOM. The num-
ber of illuminations is 36 for one frequency, and the num-
ber of measurements of the scattered electric field is 36 for
each illumination. The line sources and the obserbation
points are equally spaced along a circle of radius 2A. The
2X x 2X investigation domain containing the object and
the background free space is uniformly subdivided into
48 % 48 and 24 x 24 elementary square cells corresponding
to R" and RH. The initial guess of the contrast function
is zero, and the numbers of vy, o, 3, and 1y are set to
5. Furthermore, a random noise with uniform distribution
is added to the real and the imaginary parts of the scat-
tered electric field to consider the effects of noise on the
fidelity of reconstructed images. Now the signal-to-noise
ratio (SNR) is 25dB.

Figure 3 shows the relative residual error § in the scat-
tered electric field versus the number of iterations. The
solid and the dashed lines show the results based on the
method I and the method II, respectively. Note that the
number of iterations at the coarse grid level R is not
counted due to the short computation time. Figures 4 and
D illustrate the reconstructed results of the real part and
the imaginary part of the relative permittivities of two
dielectric circular cylinders along the diagonal AB with
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Fig. 3 Relative residual errors in the scattered
electric field with SNR=25dB.
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Fig. 4 Reconstructed results of the real part of
complex relative permittivities of two dielectric cir-
cular cylinders with SNR=25dB.
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Fig. 5 Reconstructed results of the imaginary part
of complex relative permittivities of two dielectric
circular cylinders with SNR=25dB.
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length of D. The parameter a in these figures indicates
the distance from the initial point A along this diagonal.
The reconstructions presented in Figs. 4 and 5 are the
results after 88 and 122 iterations corresponding to the
method I and the method II. The final convergence crite-
rion for 4 is & < 3 x 10 3. For reference, the true profiles
of the real and the imaginary parts of the relative permit-
tivities are also shown by the thin solid lines in Figs. 4
and 5.

It is seen from Figs. 3-5 that the rate of convergence
for the proposed method is much faster than that for the
conventional CGM to achieve the same reconstruction ac-
curacy.

4. Conclusion

Microwave imaging of lossy dielectric cylinders based on
the MGOM has been investigated. We present an iter-
ative reconstruction algorithm of estimating the relative
permittivities of the objects. Simulated results are pre-
sented for dielectric circular eylinders using the multifre-
quency scattering data. The results confirm that the pro-
posed method provides high-quality reconstructions with
the property of much faster convergence than the conven-
tional CGM. Study on the utilization of multigrid methods
with many grid levels and different cycles remains a topie
for further study.
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