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1. Introduction

Many studies have been done to develop high-resolution algorithms for pulse radar systems
[1-7], which can be applicable for many kind of applications including rescue robots. High-
resolution algorithms utilize not only the envelope of the received signal but also the phase
of carrier signal. However, it should be noted that the received carrier phase depends on
the shape of targets. Especially, /2 phase rotation caused by concave is well-known in the
field of electric-magnetic wave theory. The effect has not been regarded as a serious problem
so far for pulse radar systems, because conventional systems having a narrow bandwidth
do not deal with the accuracy. However, in the near future, the problem will become a
bottleneck in improving the accuracy of pulse radar systems. In this paper, we propose
an algorithm to compensate for the phase rotation caused by the concave and show an
application example [8]. The algorithm is presented firstly, which is followed by numerical
simulations for validation of the algorithm.

2. System Model

We assume a mono-static radar system in this paper. An omni-directional antenna is
scanned along a straight line. UWB pulses are transmitted at a fixed interval and received
by the antenna. The received data is A/D converted and stored in a memory. We estimate
target shapes using the data.

We deal with a 2-dimensional problem, and TE-mode wave. Targets and the antenna are
located on a plane. We assume that each target has a uniform complex permittivity, and
surrounded by a smooth boundary. We assume the medium of direct path is vacuum for
simplicity. We define r-space as the real space, where targets and the antenna are located.
We express r-space with the parameter (z,y). Both x and y are normalized by A, which is
the center wavelength of the transmitted pulse in a vacuum. We assume y > 0 for simplicity.
The antenna is scanned along z-axis in r-space. We define s'(X,Y") as the received electric
field at the antenna location (z,y) = (X,0), where we define Y with time ¢ and speed of
the light ¢ as Y = ¢t/(2)\). We apply a matched filter of transmitted waveform for s'(X,Y).
We define s(X,Y) as the output of the filter. We define d-space as the space expressed
by (X,Y). We normalize X and Y by A and the center period of transmitted waveform,
respectively. The transform from d-space to r-space corresponds to imaging which we deal
with in this paper.

3. SEABED Algorithm
We have already developed a non-parametric shape estimation algorithm based on BST
(Boundary Scattering Transform) [9]. We call the algorithm SEABED (Shape Estimation
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Algorithm based on BST and Extraction of Directly scattered waves). The algorithm uti-
lizes the existence of a reversible transform BST between target shapes and pulse delays.
Boundary Scattering Transform (BST) is expressed as

X = z+4ydy/de, (1)

Y = y1+ (dy/dz)?, (2)

where (X,Y) is a point on a quasi wavefront. (z,y) is a point on target boundary [9]. We
have clarified that the inverse transform of BST is given by

x = X -YdY/dX, (3)

y = Yy/1—(dY/dX)?%, (4)

where we assume |dY /dX| < 1. We call the transform in Eq. (3) and (4) Inverse Boundary
Scattering Transform (IBST).

First, we extract a quasi wavefront from s(X,Y’) in SEABED. Quasi wavefronts have to
satisfy the condition ds(X,Y)/dY = 0 and |[dY/dX| < 1. Furthermore, we adopt a condition
|s(X;,Yi)/s(Xit1,Yir1)| < Ty to prevent an interference, where (X;,Y;) and (X1, Yi41) are
points on a quasi wavefront and next to each other. Next, we apply IBST to the extracted
quasi wavefront and estimate the target shape.

Fig. 1 shows an example of target boundary surface. Fig. 2 shows the received data
from the assumed target. We obtain this signal by utilizing FDTD (Finite Difference Time
Domain) method. We receive the signal at the 39 locations whose intervals are 0.125\. Next,
we extract quasi wavefronts using the conditions mentioned in the previous subsection. We
adopt an empirically chosen value T, = 1.11. The extracted quasi wavefronts are shown
in Fig. 3. Five quasi wavefronts are extracted in the figure. Fig. 4 shows the estimated
target boundary surfaces using the SEABED. The solid line and the broken lines are the
real target boundary surface and the estimated target boundary surfaces, respectively. The
estimation accuracy on the concave surface suffers degradation compared to the straight
surface. This is caused by the phase rotation occurred at the caustic to the echoes from the
concave surface [10]. Here, physically singular points are called caustics.

4. Phase Compensation for IBST
The phase rotation depends on the shape of target. It is possible to compensate for the
phase rotation if the condition of phase rotation can be expressed using the extracted quasi
wavefronts. Eq. (3) and Eq. (4) are expressed as
X -YdY/dX,

where we define the IBST vector viggr.
The caustic curve (z¢, yr) of a target boundary satisfies

[ Tt ] — [ )0( ] = tan (b'vIBST, (6)

Yr

where ¢ is defined as

1 f1-(dy/ax)?
¢ = tan I{W} (7)

We see that a caustic is on the line which connects the antenna and the boundary. ¢ is the
parameter which shows the relative position of the caustic for the antenna. The relationship
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between ¢ and target shapes is shown in Fig. 5, where we see that 0 < ¢ < 7/4 is the
condition for 7/2 phase rotation. We can directly detect a caustic and antenna position
with quasi wavefronts utilizing ¢.

5. An Application Example of the Phase Compensation Algorithm

Fig. 6 shows a calculated ¢ for each quasi wavefront. The calculated ¢ is plotted with X
in the figure. Calculated ¢ are located in the correct region for quasi wavefronts ”2” and
”5”. On the other hand, edge diffraction ”3” and ”74” have ¢ around 7 /4, which means
it is close to a point target. As for quasi wavefront ”1”, calculated ¢ is about 7/8 at the
center, but the both ends has wrong ¢ in the convex region. First, we calculate the average
¢ for each quasi wavefront. Next, we determine phase compensation using the averaged
¢. We set margin for the threshold to make the algorithm stable. We adopt empirically
chosen condition 5° < ¢ < 40° for phase compensation. Fig. 7 shows the estimated target
shape using the proposed phase compensation algorithm. We see the estimation accuracy
is improved without sacrificing the resolution.

6. Conclusions

High-resolution shape estimation algorithms utilize the information of carrier phase. The
estimation accuracy degrades on a certain condition because the carrier phase depends on
the target shape. We proposed a phase compensation algorithm for SEABED algorithm. We
have clarified that phase compensation can be possible using a value ¢ which is calculated
using a quasi wavefront and its 1st- and 2nd-order derivatives. We have proposed the phase
compensation algorithm based on ¢. The proposed phase compensation algorithm works
well and estimates target surfaces accurately including its edge points.
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Fig. 5. ¢ and boundary shape.
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Fig. 2. Observed signal.
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Fig. 6. ¢ for each quasi wavefront.
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Fig. 4. Estimated target shape using SEABED.
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