IEICE The Institute of Electronics, Information and Communication Engineers

IEICE Proceeding Series

Delay Analysis for IEEE802.11 Multi-hop Networks Taking Into

Account the Concurrent-Transmission Collisions

Jin Shi, Kosuke Sanada, Hiroo Sekiya, Shiro Sakata

Vol. 2 pp. 260-263
Publication Date: 2014/03/18
Online ISSN: 2188-5079

Downloaded from www. proceeding. ieice.org

oThe Institute of Electronics, Information and Communication Engineers



2013 International Symposium on Nonlinear Theory and its Applications
NOLTA2013, Santa Fe, USA, September 8-11, 2013 S

201
ta F

Delay Analysis for IEEE802.11 Multi-hop Networks Taking Into Account the
Concurrent-Transmission Collisions

Jin Shi’, Kosuke Sanada’, Hiroo Sekiya® and Shiro Sakata®

TGraduate School of Advanced Integration Science, Chiba University
1-33, Yayoi-cho, Inage-ku, Chiba, 263-8522 Japan
Email: evasj@chiba-u.jp, k.sanada@chiba-u.jp

Abstract—This paper presents analytical expressions
of throughput, collision probability, frame existence prob-
ability, and end-to-end delay for the IEEE 802.11 Dis-
tributed Coordination Function (DCF) protocol in wireless
multi-hop networks with one-way flow under unsaturated
traffic loads. The hidden-node collisions and concurrent-
transmission collisions are considered in this paper. First,
analytical expressions of transmission airtime, collision
probability, throughput and frame existence probability are
derived. By using these expressions and buffer-state transi-
tion model, analytical expressions of end-to-end delay can
be obtained. The validities of the analytical expression-
s are confirmed from the quantitative agreements between
the analytical and simulation results.

1. Introduction

Due to the rapid growth of the ubiquity of IEEE 802.11
MAC for wireless multi-hop networks, it is necessary and
effective to comprehend the multi-hop network dynamics
in detail. It is an important and challenging problem to ob-
tain the general analytical expressions of network perfor-
mance, such as throughput, collision probability, and end-
to-end delay.

Because wireless multi-hop networks show complex dy-
namics, each node should be considered independently in
multi-hop network [1]. Reference [2] provides the delay
analysis of the IEEE 802.11 in multi-hop networks with
saturated conditions. In [3], delay analysis was carried
out in multi-hop networks with non-saturated traffic. Both
[2]and [3] assumed all nodes are in the transmission range
one another. Therefore, identical transmission and colli-
sion probabilities of each node can be assumed. In wireless
multi-hop network, however, hidden-node problem is a se-
rious problem, transmission and collision probabilities of
a certain node should be different from influence of oth-
er nodes. Therefore, analytical approaches in both [2]and
[3] cannot be extended to the multi-hop networks analysis
with hidden-node problem. On the other hand, references
[1] and [4] present the analytical expressions of the maxi-
mum throughput for multi-hop networks with hidden-node
problem. [1] assumed each node has different transmission
and collision probabilities in multi-hop networks, which
can be extended to delay analysis for multi-hop networks

with hidden-node problem. However, in [1], the collisions
caused by concurrent-transmission are not considered.

This paper presents analytical expressions of through-
put, collision probability, frame existence probability, and
end-to-end delay for the IEEE 802.11 Distributed Coordi-
nation Function (DCF) protocol in wireless multi-hop net-
works with one-way flow under unsaturated traffic load-
s. The hidden-node collisions and concurrent-transmission
collisions are considered in this paper. First, analytical
expressions of transmission airtime, collision probability,
throughput and frame existence probability are derived. By
using these expressions and buffer-state transition model,
analytical expressions of end-to-end delay can be obtained.
The validities of the analytical expressions are confirmed
from the quantitative agreements between the analytical
and simulation results.

2. Analytical expression of end-to-end delay of wireless
multi-hop networks

Carrier sensing range of Node i Carrier sensing range of Node i+3

Figure 1: Network topology used for analysis and simula-
tion

In this analysis, end-to-end delay of IEEE 802.11 wire-
less multi-hop networks is derived. In this analysis, H-hop
string topology with one-way flow as shown in Fig. 1, is
considered. The present analysis based the following as-
sumption:

1. Node 0 generates transmission frames, whose destina-
tion is Node H.

2. Generated frames by Node 0 are relayed via Node 1
to Node H.

3. The relay nodes never generate transmission frames
by themselves.
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4. Carrier-sensing distance is twice as long as transmis-
sion distance. Additionally, Node i and Node (i + 3)
are in hidden-node relationship.

5. Frame collisions induced by hidden nodes and
concurrent-transmission of the same carrier-sensing
nodes are considered.

6. Frames drop are not considered in this model.

2.1. Modeling of IEEE802 .11 Wireless Multi-hop Net-
works in Non-saturated State

The enough long time interval [0, T'ime] is considered.
The transmission airtime of Node i is expressed as

1S]

X = m - s
Time—co Time

(H
where §; is the transmission airtime within this interval
that Node i transmits, let |S;| be the length of this in-
terval. This airtime includes transmission time of data
frames(FRAME), acknowledgement frames from the re-
ceiving node(ACK), the durations of the distributed inter-
frame space(DIFS) and the short interframe space(SIFS).
By using (1), the expression of throughput for Node i is

load
E;=x;x (1—y)x 22224

X datarate. 2)

In (2), v; is the collision probability of Node i, and
T = DIFS + FRAME + SIFS + ACK, where DIFS is
the duration of the DIFS, FRAME is the transmission time
of the FRAME, SIFS is the duration of the SIFS, ACK
is the transmission time of the ACK, and payload is the
payload of data frame.

The carrier sensing airtime of Node i is total transmis-
sion airtimes of the neighbor nodes, so the carrier sensing
airtime is represented as

X Xn
= Qe P
Jev() mev(n)Un;m,nev(i) 1 =2 x
for ¢ € O(m, n), 3)

where v(7) is the sets of neighbor nodes of Node i, 8(m, n) is
the set of the nodes in the transmission range of both Node
m and Node n.

The idle airtime is defined as z;. In non-saturated state,
the idle airtime consists of not only the expended time of
the backoff-time decrement, but also the duration when the
node has no transmission frame in buffer[1]. In other word-
s, the idle airtime is the time that a node is not in both trans-
mission and carrier sensing states. Therefore, we have The
idle airtime of Node i is expressed as

zi = l-x—y. “4)

The frame existence probability g;, which is the proba-
bility that Node 7 has at least one frame during the idle state

[1]. giz; express as the expanded airtime for the backoff-
time decrement. Therefore, we have
E,', X o X V()/l)
gz = (5)
payload

where V(y;) = bo+v:b; +7/l.2b2+' . '+’)/in1-7, bp is the average
backoff number in Pth transmission, o is the time length of
one slot. In IEEE 802.11a standardization, o = 9 us and b
= 8. g; can be expressed as

g = min(Ei—l X o X V(y)
;= ol BAREAR 89474

1. 6
payload X z; ©

Q; is the probability that Node i has at least one frame
in the transmission buffer in the duration of [0, Time]. It is
assumed in this analysis that the probabilities that at least
one frame exists in carrier-sensing state are the same as
those in idle state. Therefore, Q; can be expressed as

Oi = x; + qi(1 — x;). @)

By using (7), it is possible to obtain the analytical ex-
pression of end-to-end delay, which is described in Section
2.2.

In this analysis, collisions are caused by hidden-node
problem or concurrent-transmission. Therefore, the colli-
sion probability of Node i is expressed as

’yi — Y?id + ,y;‘()n’ (8)

where yf”d is the collision probability induced by hidden
nodes. There are two types of the hidden-node collisions.
When Node i starts to transmit a frame during the Node-
i + 3 data-frame transmission, the Node-i frame is collid-
ed with the Node-i + 3 frame. This type of the collision
is called as protocol-hidden-node collision [4]. Protocol-
hidden-node-collision probability is expressed as

pro _ axi+3
A e ——
— Xi+1 = Xi+2

where a = FRAME/T. DATA-ACK and ACK-ACK colli-
sions are ignored in this paper. Similarly, when Node i+3 s-
tarts to transmit a frame during the Node-i transmission, the
frame collisions also occur between Nodes i and i + 3. This
type of the collision is called as physical-hidden-node col-
lision [4]. Physical-hidden-node-collision probability can
be obtained as

©))

phy _ ax;

Yi (10)

1= Xip1 — Xie2
Because the protocol hidden-node and the physical
hidden-node collisions are independent events, yf’id is

hid _ _ pro phy

Yi =Y tvio- 1D

In addition, y{" in (8) is the concurrent-transmission
collision probability induced by the carrier-sensing node
transmission, which is expressed as

Yoo =1 - l_[(l - G)),forj € v(i),

J#I

(12)
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Figure 2: Buffer state transition

where G| is the attempt rate of carrier-sensing node.
Attempt rate G; is the probability of Node i attempt to
transmit frames. Every time when backoff timer of node
i decrements to 0, node i will attempt to transmit frame.
Therefore, the attempt rate of Node i can be expressed as

L+yi+yi+-+yF

xgixz. — (13)

o b0+’yib1 +)/l.2b2+~~'+’yinp

In unsaturated throughput case, all nodes in the string-
topology network relay the frame without frame drop, there
is no bottleneck node in the network flow. Therefore, end-
to-end throughput is the same as the offered load. Network
with unsaturated traffic satisfies the “flow constraint” [1],
which is expressed as

of feredload = Ey=E; =---= Eg_1. (14)
From (2), (8) and (14), H algebraic equations
are obtained with 3H unknown variations, which are
X0s X1+ XH-1,Y0, Y1, s YH-1, E0, E1, -, En-1. These
unknown values can be obtained by solving the algebraic
equations numerically. In this paper, the Newtons method
is applied for solving the algebraic equations. Therefore,
we can obtain transmission airtimes and collision prob-
abilities for all the nodes by solving (14), furthermore,
carrier-sensing airtime, idle airtime, collision probability
and frame existence probability are also can be obtained
from the transmission airtime and collision probability.

2.2. Delay Analysis

In string multi-hop networks, the end-to-end delay is
time cost that a frame is transmitted from source node to
destination node. From perspective of Node i, the single-
hop transmission delay consists of two parts: the queuing
delay D and the MAC access delay D In order to ob-
tain D, the buffer state transition of Node i is considered
in this model.

2.2.1. Buffer State Transition

The buffer state transition model of Node i as shown in
Fig. 2. A; is the frame arrival rate and y; is the frame service
rate. Let p, be the state probability that buffer has n frames,
P can be expressed as

a\
Pa(@) = (;) po(d),n=0,1,2---. (15)

The sum of state probability should satisfy

an(i)zl,n=0,1,2~~. (16)

n=0

po express the probability that buffer has 0 frame, as
same definition as 1 — Q;, therefore, we have

po() =1-0;. 17

From (15), (16) and (17), p, can be expressed as
pa() =0/ (1-0),n=0,1,2:--. (18)

2.2.2. Delay Analytical Expressions

D", the queuing delay of Node i is expressed as
ppe = PO (155 o S -2 )], 19)

e (i n—2)p,0)|,

l Eiy 2 n=2 i n=3 g

where === expresses the inter-frame time of Node i. The
right-hand side of (19) expresses spending time from when
a frame arrives at Node i to when the frame reaches to the
top of the buffer of Node i. The first term of the right-hand
side means the expected waiting time from when a frame
arrives a node to when the frame raises one up of the buffer.
From (14) and (18), the queuing delay can be written as

payload
E.

e payload 0} + Q?
L offeredload 2(1 — Q;)°

(20)

Node i can be one of three potential states in transmis-
sion processing, namely transmission state, carrier sensing
state and idle state. Therefore, the MAC access delay of
Node i can be expressed as

nac payload

mae - _POIE_ o 21
! of feredload @h

D; is the single-hop delay of Node i in multi-hop net-
works, from (20) and (21), D; can be obtained as

D; = DM+ DI
3 payload 20; — Q,2 + Q? 22)
"~ offeredload 2(1-Q;)

From (22), the end-to-end delay D can be obtained as

H-1
D = D,
i=0
H-1 2. 3
payload 20i-0; +0;
of feredload &4 2(1 - Q) '

(23)

Using the expression of (7), the value of end-to-end de-
lay can be obtained.
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Table 1: System parameters

Packer payload(DATA) | 200 bytes
PLCP Preamble 16 usec
PLCP header(single) 4 usec
MAC header 24 bytes
LLC header 8 bytes
ACK size 10 bytes
Data rate 18 Mbps
ACK bit rate 12 Mbps
Transmission range 60m
Carrier sensing range 115m
Distance of each node | 45m
FRAME 128 usec
DATA 92 usec
ACK 32 usec
SIFS time 16 usec
DIFS time 34 usec
slot time 9 usec
CWyin 31
CWarax 1023
Retransmission 7

Offeredload [Mbps] Offeredload [Mbps]

Figure 3: Frame existence probabilities of node 0 and node
2 in 7 hop network as a function of offered load

3. Simulation Verification

This section shows the analytical predictions and ns-2
simulation results for the multi-hop network as shown in
Fig. 1. Table 1 gives system parameters used in analytical
derivations and simulations. In ns-2 simulations, The UDP
frames are generated at Node 0, which are relayed to Node
H.

Figure 3 shows the frame existence probabilities of n-
ode 0 and node 2 in 7-hop network as a function of of-
fered load. In 7-hop network, simulation result shows n-
ode 2 is the bottle-neck node [1]. However, There are d-
ifferences appear between the analytical predictions with-
out concurrent-transmission collisions and simulation re-
sult. When offered load is near maximum throughput point,
collisions of concurrent-transmission increase so much that
the collisions can not be ignored. Therefore, it is seen from
Fig. 3 that the analytical predictions which consider the
concurrent-transmission collisions agree with the simula-

O ey

End-to-cnd delay [s]

O

004

°© o o o
2.

Offeredload [Mbps|

Figure 4: End-to-end delay of 5, 7 hop networks as a func-
tion of offered load

tion results better, which shows validity of the analysis.
Figure 4 shows the end-to-end delay of 5, 7 hop networks
as a function of offered load. It is seen from Fig. 4 that
the analytical predictions agree with the simulation results
qualitatively, which shows validity of the analysis.

4. Conclusion

This paper has presented analytical expressions for the
end-to-end delay at IEEE802.11 multi-hop networks with
string topology, the hidden-node collisions and concurrent-
transmission collisions are considered. The validities of the
analytical expressions are confirmed from the agreements
between the analytical and simulation results.
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