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Abstract—The mining of association rules plays an
important role in fault prediction. Many studies have
shown that there is an obvious temporal and spatial
correlation between the failure records of the cluster
system. Therefore, most cluster system failure prediction
engines are built based on causal correlation analysis
between log events. However, the original system log file
usually contains a large number of invalid records
(duplicate or non-fault related records), which makes the
mining of event correlation extremely difficult and
seriously affects the efficiency and accuracy of fault
prediction. Therefore, this paper proposes an association
rule mining and self-updating method based on weighted
increment, named IWApriori (improved weighted
Apriori algorithm). The method includes two important
steps: 1) log preprocessing; 2) mining and updating of
association rules based on improved algorithm
IWApriori. This method can effectively improve the rule
completeness and realize the efficient mining and
updating of rules in the whole life cycle of the system. In
addition, we used the real log data set Blue Gene/L to
validate our method. The results show that our
association rule mining method is better than other
methods in terms of time performance, space
performance and the effectiveness of mining rules.

Keywords—Association Rule Mining, Log Filtering, self
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At present, most failure prediction engines for cluster
systems are based on system logs. This is because that logs
record in detail the various events which describe the state
changes of clusters, so we can track system behavior more
accurately in the long term. Studies show that there is
obviously the time correlation and spatial correlation between
the event logs [1]. However, the original system logs contain
a large number of invalid records (repeated or unrelated to the
failure) which may interfere with the discovery of causation,
so how to use the spatio-temporal correlation of events to
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effectively analyze the system log and realize the mining of
association rules is the focus of this paper.

The previous failure prediction method based on
association rule mining has the following disadvantages: 1)
The prediction result provides too little information. Most
methods can only achieve the prediction of failure levels or
coarse-grained failure types. But a failure event has many
important attributes (such as time, node location, event type,
event severity) that cannot be ignored. For example, if a
failure is predicted without node and time information, the
manager cannot take appropriate action. 2) The recall of
prediction is generally low. In the log filtering phase, the past
work usually only keeps the first record and deletes all
subsequent records, which may eliminate the information that
is crucial to analyze the causal relationship between events.
The rule extraction phase, due to the window-size restriction,
the failure rule expression is not complete enough, so that the
recall rate of the failure prediction is not high. 3) The time
complexity is too high. Software updating frequently in
clusters, that means the generation of new events. The
previous methods mines and update rules in a cold-start
manner and with high time and space consumption, which are
not suitable for dynamically changing production
environments.

In view of the above problems, this paper proposes a new
association rule mining method named IW Apriori (improved
weighted Apriori algorithm). Specifically, the innovations and
contributions of this article are summarized as following:

e A new log preprocessing method is proposed, which
can realize adaptive event identification and log
filtering according to semantic similarity and time
correlation of events, and retain more event

information by adding fields.

A new weighted association rule mining method
(IWApriori) which has very good spatio-temporal
performance is proposed to solve the problem of fixed
time window's influence on transaction partition and
frequent item mining of small probability events.
What’s more we put forward a rules-updating strategy
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based on IWApriori, which can realize the efficient
updating of rules in the whole life cycle of the system
by self-starting. The formatter will need to create these
components, incorporating the applicable criteria that
follow.

The rest of this article is organized as follows. Section II
reviews some related work. Section III describes our
association rule mining algorithm IWApriori (improved
weighted Apriori algorithm). Simulation results and
corresponding discussions are presented in Section ™. Finally,
Section V summarizes this paper.

II. RELATED WORK

In the past few years, a large number of failure prediction
methods have emerged. [1,2,3] combines statistical methods
and machine learning models to predict failure. But this kind
of method cannot provide detailed prediction information.
Therefore, failure prediction method based on event
association rule mining is the main focus of our research.
Failure prediction results are mainly affected by two aspects:
log preprocessing and association rule mining.

The main task of log preprocessing is to delete the
redundant log records. A good log filter not only has a high
compression rate, but also retains as much complete event
correlation information as possible. The spatio-temporal
filtering method (STF) proposed by Liang [2] is the most
widely used for log filtering method, but has a high rate of
information loss. Zheng et al. [4] solved the above problems
by recording the event start-time, end-time, event count and
location information, but the classification of events requires
the support of expert experience. Kobayashi et al. [5] deleted
events with weak correlation based on causal graph. Liang Y
et al. [6] proposed an adaptive semantic filter (STF) to judge
whether two events are redundant according to the semantic
correlation and time interval between events. Sheng Di et al.
[7] improved the ASF and redefined the calculation method of
similarity between events, but many artificial weight was
involved, which was not convenient for the promotion of the
method.

In terms of rule mining, Zheng [8] uses association rule
mining and Bayesian model to predict failure nodes in the
future. But its effect on large-scale cluster system is debatable.
The rule extraction in [9,10,11,12] is all based on fixing time
window. The expression of failure rules is not complete
enough, so the recall is low. Fu X et al. [12] and Yu Y et al.
[13] proposed two types of association rule mining that are not
limited by window size, and the recall is greatly improved.
However, they do not meet the requirements of dynamics.
When a large number of new alarm logs are generated, the
above method can not be automatically mine and update the
rules, and the time complexity is too large. We hope to provide
a smarter and faster way to automatically acquire and update
rules during the system operation, while finding a balance
between accuracy and granularity of failure prediction.

III. IWAPRIORI

A. Overview

The workflow of IWApriori is shown in Fig.1, including
two important steps: log preprocessing and association rule
log preprocessing phase. The historical log data are marked by
event ID and the unique event ID list will be stored in the
ELIB. The redundant events will be filtered based on temporal
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and semantic relevance. After that, the sliding time window is
used to partition the transaction set, and then event rules will
be mined by the improved IW Apriori algorithm.

Training pharse
on historic logs

Raw logs

v

Event Preprocessing

Event Unique ID Assignment
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=
Event Library
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Removing Redundant Events
(Filtering)

\\ 7

v

Spatio-temporal association
rule mining

‘ Data Transformation ‘

Failure Rules mining
based on IWApriori

\

Failure Rules

Rules Library
(RL)

1

Rules update

Fig. 1. Method framework

B. Log preprocessing

We proposed a new log preprocessing method. The main
principle is to calculate the semantic similarity S(ey,e,)
between every event and its following events within the time
threshold Ty, group the logs based on S(eq, e;), assign a
unique event ID for each group, and filter out the events
below the semantic threshold Sy, . S;, increases with the
increase of Ty,. That means, when the time interval between
events is small, even if the similarity between two events is
low, it will be regarded as repeated record. When the time
interval is large, only the semantic relevance is very high, it
will be regarded as repeated record. For example, for Blue
Gene/L system, the threshold set is as follows:

I, if T, € [20min, o)
0.7,if T,, € [5min, 20 min)
0.6, if T, € [5s,5min)
~Lif T, € [0,55)

S, = M

The similarity between two events in the method is the
weighted sum of similarity of important fields, as shown in
equation (2) :

S(e.e,) = Z @, xs,(a;, )

ace,fee,

2)

i is the field index. a;, B; is the i field of event ey, e,, w;
is the weight. s; is the similarity calculation method of field i.
In this paper, we select two fields: event location and
description to calculate the S(eq, e;). The weight is set as
(0.4,0.6). The specific calculation method is as follows:

e Similarity of event locations: in RAS logs, the location
of the event is represented by a location code. For
example, R1F-MO0-N14 represents a 3-layers location
in a compute rack 1F: mid-plane 0: node board 14. In

this case, the similarity of location is defined as



follows: s; (@, B;) = 0.25 * n, n is the number of the
highest same code layers.

Similarity of event description: The event description
is usually a piece of text, but parameters such as host
name, [P address, file name often appear, causing the
diversity. So firstly we replace the variables with "*"
to reduce the number of event ID. Then the
description field is divided into words, represented by
a text set. In this paper, Jaccard coefficient is used to
calculate the semantic similarity between event
descriptions. At the same time, in order to retain as
many fatal failure events and differential events as
possible, We use the event severity and the number of
rare keywords to weaken the similarity, that is, the
higher the event severity , the stronger the difference,
and the smaller the similarity should be. Equation (3)
gives the calculation formula:

| N8|

|, U B,|

sz(az,ﬂz)%x:x 3)

k refers to the number of rare keywords(the words with
low word frequency) appearing in «; and f3;. { is the weight
corresponding to the severity level of the event, between 0 and
laznBal .
lazUBz| !

1, the higher the level, the smaller it is. s the Jaccard

coefficient.

It is worth noting that we refer to the ideas in [4] when
count) for each event so as to retain more failure propagation
information.

C. Event Association Rules mining and updating

We propose a new weighted incremental association rule
mining method (IWApriori). It is mainly divided into three
parts: the transaction set division, association rule mining, and
association rule updating.

1) transaction set division:

Transaction: is a sequence of events obtained through the
time window. A transaction is denoted as t = {ey, ey, ..., eq}.
The database can be represented as a collection of transactions
D = {t;,ty, ., tx}

Event (e): is a single line of text in system logs containing
multiple fields reporting changes in system status. In this
paper, the event is expressed as a seven-tuple, that is:

e; = {timestamp, time, location, severity,
type, keywords, event_ID}

It is assumed that [TA,TA] and [T, T#] represent the
start-stop time periods of Event A and Event B respectively.
If [TA,TA+W]n[TE TE] # @, it is considered that there
may be an association between events A and B. We define a
sliding time window W to divide the transaction set. The
specific method is that the start time of the window W is the
start-time of the first record e; in the event log. Take all the
event records of start-time in [T,*, T,* — Ty* + W] convert
them into a transaction t = {eq, e,, ...,eq}, move the time
window making the start time is the start-time value of the
next record. The above process is repeated until the end time
of the time window reaches the end time of the last event.
Compared with the general transaction method based on a
sliding time window, the above method can avoid the problem
of filtering out the same alarm stream for a long time. Thereby
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reducing the time interval between the precursor event and the
subsequent event.

2) Weighted
IWApriori

Association rule: an association rule is the implication of
the form, X is the premise of the rule, Y is the result of the
rule.

association rule mining  algorithm-

,,,,,,,, The support degree of X =Y
represents the frequency of the transactions which contains
both X and Y.

confidence(X = Y): The confidence degree of a rule
represents the probability of the occurrence of Y when X
appears.

The classic frequent item set mining algorithm considers
the importance of each item in the database to be the same and
the distribution of the items in the database is uniform.
Therefore, the classic association rule mining algorithm
processes each item in the database in an equal and consistent
manner. However, the actual situation of the database is not
the case, especially in the log records. The number of fatal
fault events is far less than the number of non-fatal fault
events. In order to explore the causal relationship between
non-fatal events and fatal events, this paper retains non-fatal
events as in the literature [12, 13]. This poses a problem that
the FESs containing fatal events are likely to be filtered out
under the same support threshold. To this end, this paper
comprehensively considers the impact of event attributes and
frequency on association rules, and proposes a new method
for calculating weighted support and confidence. Some
important definitions involved in the method are as follows:

We set D = {t,ty, ..., ty} be a collection of database
transactions. A transaction is denoted as t=
{e1, €3, ..., €4} representing a sequence of events. [ =
{eq, ey, ..., ey} is a collection of event ID with a total of M
event type. X, Y are two k-ary ESs.

k-ary Event Sequence (ES): is a sequence of &k events
with different event ID in chronological order. For example,
event sequence (e; e,, e3) is a 3-ary ES.

Event weights w(e;): In this paper, each event event 1D
is given a weight, which is used to represent the importance of
the event. It is mainly based on two properties of the event (the
number of fatal events and the number of non-fatal events) and
the frequency of the event. Its calculation formula is as
follows:

C +nC
w(el.)=sigm0id(}/ "on_ﬂ‘rl| il Sy e (0,1)
e[

In the formula, Cpon—fatqris the number of non-fatal
events, Crqrq i the number of fatal events. y <n,y +1 =
1, takes y = 0.2, = 0. |e;| represents the number of times
e; occurs. This represents the more serious the level of the

event and the lower the probability of occurrence, the greater
its importance.

“4)

Fatal event and non-fatal event: non-fatal events are
generally minor error records that the system can recover by
itself. Fatal events usually lead to application/system crash
and other serious consequences, which is the main target of
failure prediction. In this article, we consider the severity
FAILURE and FAULT as fatal events.



k-ary ES weight W (X): The ES weight is a summary of
the weight of events in the ES. It is calculated as follows:

k
H (VeeX) w(e,)
W(x)== 5)
>

(VeeX) W(ei)

Weighted support. The calculation is as (6), where N is
the total number of transactions and ny is the number of
transactions containing X.

i=1

k
nX H (VeeX) W(e[)
ny

wsupport(X)=W (X)x— = (6)

k
NZ (VeeX) w(e;)
=1

Weighted confidence. The weighted confidence is the
ratio of the weighted support that satisfies X UY in the
transaction database to the weighted support that contains X.
Its calculation method is as follows:

weonfidence(X = y) = 2SupportXUY)
wsupport(X)

[xUy| k

H (Vee XUY) w(e,) Z (Ve X) w(e,)

i=1 i=1
k [x¥UY]|
H (VeeX) W(e[)
i=1

Z (Ve,exUY) w(e,)
i=1
The weighted association rule-mining algorithm often
does not satisfy the nature of frequent set down closure.
However, the improved method in this paper can satisfy the
nature of frequent set down closure when mining numerical
data. The proof is given below:

™)

_ My

Ny

Proof: Set the minimum support degree minSup, Z =
X uU{e'},X c Z, we can get the follow equation according to
the definition of weighted support.

|Z|

nzH (Ve,eZ)W(ei)

i=1

| X

ny w(e)e H (Ve,eX) w(e,)
_ i=1

wsupport(Z)= (®)

|Z| |X]|

NZ (Veez) w(e,) N(z (Ve,eX)W(e,-)"' w(e’))
i=1 i=1

If X is infrequent, wsupport(X) < minSup, At the same
time, 0 <w(e’)<1 , ny<ny so wsupport(Z) <
wsupport(X) < minSup , then Z is also infrequent.
Therefore, the superset of infrequent sets is infrequent.
Similarly, the subset of frequent sets is frequent. The
certificate is completed.

A further improvement of this paper is based on the spatial
division of the common prefix. Considering the practical
significance of the alarm transaction set D, transactions with
the same prefix contain similar association properties. That is,
the transaction set starting with e; reflects the causal
association between event e; and subsequent events, so we
divide the item set according to the prefix, and the item set
with the same prefix e; constitutes the classification subspace,
Qle;], Qle;] c D. In the process of generating the candidate
k-item set C, according to the frequent k-1 item set Lj_4
(k=2). First, the subspace division is performed on the L;_;
based on the prefix and then we can obtain a candidate & item
set directly by connecting item set in the same subspace. In
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general, "a subspace can be stored in main memory", so that
the work of finding the largest frequent item set is performed
on a separate subspace, without comparison and pattern
matching, reducing the number of connections, and
significantly reducing I/ O overhead.

We name the improved association rule mining algorithm
as IWApriori. The algorithm flow is similar to the Apriori
algorithm. Firstly, find all frequent item set whose weighted
support is not less than the minimum support specified by the
user, and then use the frequent item set to generate all the rules
that satisfy the minimum confidence. The pseudo code of the
algorithm is as follows.

3) Update of association rules----IWApriori-up

The software update and version changes in the cluster
system are frequent, which makes the data in the system log
dynamically change. In order to obtain the updated association
rules, the easiest way is to re-use the Apriori algorithm to mine
the database, but not only does the algorithm is less efficient
but also does not take full advantage of the results of previous
mining. Therefore, this paper proposes the update algorithm
IW Apriori-up of association rules based on the idea of FUP
algorithm. The main idea is to make full use of the original
mining rules on the updated database or parameters, find new
rules that meet the conditions, and delete the old rules that are
invalid that is to minimize the amount of calculation.

We let the original data set be D, and the new data is set
be d, then the changed data set is (D+d). At the same time we
assume that the IWApriori algorithm has been used to obtain
the frequent item set L(D) of the original data set D, and the
frequent item set L(d) of the new data set d, then the update
of the rules mainly has the following three cases:

(1) If the item set ¢ satisfies t € L(d),t € L(D), then L(D +
d) «t.

(2) If the item set ¢ satisfies t € L(d),t € L(D) or t €
L(D),t & L(d), the weighted support support(D + d) of ¢
in (D + d) is obtained according to the following equation (9);
if support(D +d) = minSup , then L(D+d)«t ,
otherwise ¢ is not a frequent item set.

wsupport(t,,)| D | +wsupport(t,) | d |
|D|+|d|

)

wsupport(t,, ) =

(3) If the item set ¢ satisfies t & L(D),t € L(d), then ¢ must
not be a frequent item set.

ALGORITHM IWApriori

INPUT: D, minSup, minConf" // D is the transaction
database, minsup is the minimum support, minConf the
minimum confidence

OUTPUT: R
PROCEDURE:
I L={} ,R = {}, C={}

2: scan the DB for [w(e;)]
weight

// event rules

//scan database D for item

3: L;= Generate(D); // L, is frequent 1-item sets
4: L=LU L,
5: for(k=2;L_q # @; k + +){




6: if &==2 then

7: C=Apriori-gen(Ly_,) // Generate frequent 2-
item candidate sets

8: else

9:  Q=get _item sub space( L,_; )/ delimit molecular
space

10: for each subspace Q[e;] € Q {

11: if |Q[e;]|=1 then continue

12: Cy=Apriori-gen(L,_;)} // Generate frequent k-

item candidate sets

13: for each candidates ¢ € Cp{

14: sup(c) = wsupport(c) // calculate weighted
support

15: if c# @ &&sup(c) = minSup then

16: L=LUC}}

17: for eachitemsetl; € L{

18: c= caluculate  wconfidence (l;) // calculate
Weighted confidence

19: if c > minConfidence then

20: R« (l,s,0)}

21: Return R

21:end

IV. EXPERIMENT

In this section, we will analyze the time performance and
spatial performance of the IWApriori association rule mining
method proposed in this paper. The comparison method is the
rule mining method used by LogMaster [10] and SUCEG .
The transaction set used is the Blue Gene/L transaction set.
The BlueGene/L data sets were collected from BlueGene/L
HPC systems deployed at Lawrence Livermore National
Laboratory (LLNL).This data set can be downloaded from
CFDR[13].The experimental results are shown in Figs. 2-5.

--@- LogMaster
#*- SUCEG
--&- our approach
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7004 %
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0.1 0.2

0.3
min_support

Fig. 2. The execution time of the algorithm with different minimum
support

As can be seen from Fig.2, in terms of time performance
index, the execution time of each algorithm decreases with
the increase of the minimum support threshold. However,
under the same support degree, the time performance of the
proposed algorithm is better than that of the comparison
algorithm, and the smaller the support degree, the greater the
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advantage. Especially when the minimum weighted support
is 0.1, the execution time of IWApriori algorithm in this paper
is nearly 30% less than that of LogMaster and 21% less than
that of SUCEG. This shows that the improved algorithm has
better execution efficiency.

12
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0.1 0.2 03 0.4 0.5
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Fig. 3. Memory footprint of algorithms with different minimum support

In terms of spatial performance comparison, Fig.3 shows
the memory occupancy of algorithms with different
minimum support degrees. The algorithm in this paper adopts
the idea of space partition based on common prefix, which
increases the sharing of data. Therefore, the spatial
performance of this algorithm is better than that of SUCEG
and LogMaster algorithms, and the memory occupancy is
reduced by 1%-2%.This aspect is very important for real-time
system monitoring and prediction, which can reduce the
system burden brought by prediction and ensure the normal
operation of important services, making fault prediction more
realistic.
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Fig. 4. Time comparison of rule mining during log database update

Fig.4 shows the comparison of mining time of association
rules in the process of updating the log database when a new
log record is generated. It can be seen that as the database
grows (50,000 pieces at a time), the execution time of all
methods grows longer, but the method in this paper grows
slowly and steadily. This is because IW Apriori makes full use
of existing mining rules and reduces computation. The
mining time of the algorithm in this paper is nearly 20
seconds shorter than that of the LogMaster method.
Compared with SUCEG algorithm, the advantages of the
method in this paper are not obvious when the database
capacity is small, but with the increase of the database
capacity, the time performance advantage of the method in
this paper in the aspect of rule update is gradually prominent.
When there are 250,000 pieces, it can save about 1 minute
compared with SUCEG. To sum up, the method in this paper
has good mining efficiency and scalability.
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Fig. 5. The number of rules mined by different algorithms

Fig.5 shows the number of rules mined by the algorithm
under different minimum support degrees. It can be seen that
the number of rules obtained by IW Apriori algorithm is about
90% of that obtained by LogMaster and SUCEG, which
means that the number of rules extracted by IWApriori
algorithm will suffer a certain loss while improving
performance, but the loss is within an acceptable range
compared with the advantages brought by performance
improvement.
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Fig. 6. The number of fatal-event mined by different algorithms
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Fig.6 only show the different minimum weighted support
algorithm excavated under the circumstance of the number of
fatal events, it can be seen that this algorithm is dug up the
number of fatal events about one 5 more than SUCEG and
LogMaster algorithm, illustrate LogMaster and SUCEG data
contains a large number of frequent item sets in high
frequency but not important events, it will lead to the
operations staff concerned with deadly fault information can
not be digging, and this method can eliminate the redundant
association rules, mining contains lethal event to more
important association rules. To prevent fatal system failure
events from being missed and reflected on the indicators is to
increase the recall rate.

V. CONCLUSION

The mining of association rules plays an increasingly
important role in the intelligent management and system
maintenance of large systems. The method of mining and
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self-updating association rules based on weighted increment
is proposed in this paper, which can effectively improve the
completeness of rules and realize the efficient mining and
updating of rules in the whole life cycle of the system. We
used real log data set Blue Gene/L to validate our method.
The results show that our association rule mining method is
better than other methods in terms of time performance, space
performance and the effectiveness of mining rules.
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