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1. Introduction. 

Unifor~ Regular Array(URA); that is an array whose H elements 
are located at an equal distances(customarily = A/2) from each 
other. was intensively used in the literature for direction 
finding of multi-sources. Different algorithms were used to 
extract the directions of these sources. Some are known as 
classical power methods. like the Bartlett estimator[l]. others 
are classified as super resolution methods. Among the latter are, 
the linear prediction method [2) .the maximum likelihood method [3] 
and the eigenstructure methods . 

Effects of random displacement of the array elements has been 
considered in the literature dealing with the interference 
cancellation problem[6]. It is obvious that element displacement 
from a nominal location will cause 
matrix elements. This perturbation 
estimation of the direction of the 

perturbations of the covariance 
may cause an error in the 

signals. particularly if the 
correlation matrix is obtained from the mean of finite number of 
snapshots . 

The purpose of this paper is to study the effect of these 
perturbation on the entries of the covariance matrix and conclude 
on the effect of these on the performance of a direction finder. 

2. Variation of the Covariance Matrix due to perturbation in the 
ele.ent location. 

We can write for the entries of the covariance matrix 
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where ~k represents the different kinds of perturbation 
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S',N' and N are the signal, the perturbation and the additive 
noise covariance matrices. respectively. For the unperturbed array 
the covariance matrix is given by 
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hence (6) means that due to perturbation the 

powers of the different signal decrease by a factor = 
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and an 

extra noise N' is generated which is equivalent to an additive 
noise whose variance 
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This is to say that as an effect of perturbation the resultant 
signal-to-noise ratio reduced . If a superresolution method is used 
for example then such perturbation has no effect asymptotically. 

3. Sl~ulation Results 

With 5 element URA and three sources impinging on the array 
o 0 0 

from 10 .20 and 30 off broadside . we depict in Fig 3-1 the 
average error in direction(i.e sum of errors divided by number of 
sources) versus the number of snapshots. As expected 
larger when we use two dimensional, instead of one 

errors are 
dimensional 

perturbation or when we increase the maximum value of perturbation 
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6. Also it is clear from this curve as well as from 
errors go to zero asymptotically as was concluded in 
Particularly worth noticing, that when we include two 

others that 
the text. 

dimensional 
perturbation the direction finding estimator becomes very poor 
when we use a small number of snapshots. Not as bad , when only one 
dimensional perturbations are taken into account?Fig 3-2 is 
similar to Fig 3-1 except the comparison is now done for two 
dimensional uniform to two dimensional Gaussian perturbation. 
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Fig 3-2 
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