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Abstract— Currently, the requirements of service quality in the 
electric power data network are getting higher and higher, and 
traffic prediction is an important premise to promote service quality. 
In order to accurately predict the total traffic of communication 
channels, a Multi-Applications Comprehensive Traffic Prediction 
(MACTP) model is proposed in this paper. Differing from F-ARIMA 
and S-ARIMA models which are used to predict the traffic of single 
application, the proposed MACTP model is used to predict the traffic 
of multi-applications conveyed in the channels. Simulation results 
show that MACTP model has higher accuracy and efficiency than 
classical prediction models, and it is suitable for electrical power data 
network. 
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I.  INTRODUCTION  

With the construction of strong smart grid, the electric power 
data network and its supporting application systems have been 
developed rapidly. Requirements of service quality in the 
electric power data network are also getting higher and higher. 
Optimally allocating the network bandwidth is an effective 
approach to improve service quality. And traffic prediction is the 
premise of bandwidth allocation. So it is important to predict the 
practical traffic condition accurately to ensure the quality of the 
electric power data network and avoid network congestion. 

At the beginning, Fourier series model is widely used in 
traffic prediction [1]. However, due to the randomness of traffic 
data, Fourier series model is limited by processing random data. 
In the current papers, Holt-winter 's model has better 
performance when the traffic is high (over 5Erlang), but the 
performance is not good when the traffic is low (below 5Erlang) 
[2]. But most of the actual traffic volume is not in the numerical 
range that Holt-winter 's model acts well in. Besides, the 
enlargement of the data’s randomness has a great impact on the 
precision of Holt-winter 's model. As one of time series models, 
ARIMA model has been used to resolve above problems. But 
the model changes greatly on account of different sample points. 
At the same time, the prediction steps is short [3]. Besides, F-

ARIMA model (Fractional-ARIMA model) and S-ARIMA 
model (Seasonal-ARIMA) are the extension of ARIMA model 
[4-5]. 

Currently all model systems are mainly used to model and 
predict single type of traffic. However, the traffic need to be 
predicted from a macro perspective of the entire channel that 
supports various applications, because the fluctuations of 
individual business traffic can neither bring network hidden 
danger, nor cause network congestion. Therefore, according to 
the practical situation of the electric power data network, the 
paper puts forward a Multi-Applications Comprehensive Traffic 
Prediction (MACTP) model based on F-ARIMA and S-ARIMA 
models. Because of considering the flow characteristics of 
different application types, the prediction effects of the model 
are more accurate and effective. 

The remainder of this paper is organized as follows. Section 
II divides applications into three types: voice, video and data, 
and analyzes their characteristics. Section III proposes MACPT 
model on the basis of application characteristics. Section IV 
presents the simulation and comparison analysis. Finally, 
conclusions are drawn and the future work is discussed in 
Section V. 

II. CHARACTERISTICS ANALYSIS OF APPLICATIONS 

At present, application types of the electric power data 
network can be classified into voice, video and data. Traffic 
characteristics of these application types are analyzed in the 
following. 

1.Voice application: voice application is the traditional 
application in the electric power data network, mainly including 
dispatching telephones, office telephones and conference calls, 
etc.. The requirements of reliability and real-time for voice 
application are relatively high, but the bandwidth requirement is 
not high. 

2.Video application: video application is one of 
indispensable basic application in the multimedia monitoring 
field, mainly including video conferencing and unattended 
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substations and other video surveillance. The characteristics of 
this kind of application is that requirements of network latency 
and bandwidth are higher. 

3.Data application: it mainly includes SCADA (Supervisory 
Control And Data Acquisition) data application and MIS 
(Management Information System) data application [6]. 
SCADA data application requires high reliability and high real-
time, and its traffic is generally small (300Kbps to 800Kbps), 
besides, the delay requirement is higher. MIS data stream can 
bring periodic bursts of traffic (peak to 4~6Mbps), so demand 
for the network transmission bandwidth is high, and there is no 
strict requirements on the network delay. 

Application traffic not only has a short-range dependence, 
but presents the self-similarity in a larger time scale, which can 
also be called a long-range dependence. F-ARIMA model is 
used to process video traffic against its long-range dependence 
and S-ARIMA model is used to fit voice and data traffic aimed 
at the burst and periodicity. On basis of the aforesaid discussion, 
MACTP model is put forward in this paper. 

III. MACTP MODEL 

A. Multi-applications comprehensive traffic prediction model 

F-ARIMA model and S-ARIMA model are introduced by 
references [4-5]. As for the burst of voice and data application 
and the long term of video application, we fit voice and data 
traffic data based on S-ARIMA model and fit video traffic based 
on F-ARIMA model. And then, the following MACTP model is 
proposed: Zt = ∑ φi(B)Ψi(Bsi)ωi 1(B)Ωi 1(Bsi)∆ di∆siDiεt3i 1                                                

(1) 

In the above equation, ∆= 1 − B∆si= 1 − Bsi                                  (2) ωi(B) = 1 − ∑ ωi,k Bkgik 1Ωi(Bsi) = 1 − ∑ Ωi,k Bsi kGik 1                   (3) 

φi(B) = 1 − ∑ φi,k Bklik 1Ψi(Bsi) = 1 − ∑ Ψi,k Bsi kLik 1                  (4) 

Especially, when i = 2, Ωi(Bsi) = Ψi(Bsi) = ∆siDi= 1 
where: i = 1,2,3 is on behalf of the voice, video, data, three 
types of application respectively. B  is the backward shift 
operator. {ε } is a white noise sequence with zero-mean. ω (B) 
and φ (B) are the conventional auto regressive operator and the 
conventional moving average operator (or polynomials).Ω (B ) 
and Ψ (B ) are the seasonal auto regressive operator and the 
seasonal moving average operator (or polynomials).g , G , l , L  
are order of operators. d  is the differential order. D  is the 
seasonal differential order. ∆  is the differential operator. ∆  is 
the seasonal differential operator. s is seasonal periodicity. 

B. Parameters setting 

The following introduces methods of setting the related 
parameters: 

1.The differential order di 
The literature shows the  relation of d = H − 0.5 between 

the differential order d  and the Hurst index (H) of time series. 
Therefore, we can figure out Hurst index first, and then get the 
differential order d .We choose the R/S analysis method to 
calculate the Hurst index [7]. 

2.The model order gi, li 
We set the model order based on autocorrelation and partial 

autocorrelation function, meanwhile, BIC is used to verify the 
terseness. 

1) A method based on autocorrelation and partial 
autocorrelation function. This method judges the model order by 
the truncation of autocorrelation and partial autocorrelation 
function , {φkk} [8]. The process of judging truncation is given 
detailedly in Section IV. 

TABLE I.  JUDGING TRUNCATION 

 AR(g) MA(l) ARMA(g, l) 
｛ ｝ Tailing Censoring Tailing 

｛ ｝ Censoring Tailing Tailing 
 

2) A method based on information criterion. 

BIC (Bayesian Information Criterion): Its function is BIC(g, l) = nlnσ2(g, l) + (g + l) ln n . where; σ2(g, l)  is the 
variance of fitting model residuals. The upper limit of g, l 
generally takes √n or . The method is in order to obtain the 
minimum value of g and l. 

3. The operator coefficient ωi,k , Ωi,k , φi,k , Ψi,k 

The estimation methods of the operator coefficients are 
moment estimation, maximum likelihood estimation and least 
square method [9]. Maximum likelihood method and least 
square method make full use of the information of each sample 
value, which are accurate estimation. Maximum likelihood 
method is used to estimate the coefficients of each operator in 
this paper. 

IV. MODEL SIMULATION ANALYSIS AND COMPARISON 

A. Simulation process 
The steps to build MACTP model are shown below: 

Step 1: Data acquisition 

A large number of probes are deployed in the power grid to 
collect information. 

Step 2: Data preprocess 

Next, the data should be preprocessed, and it is mainly 
divided into four steps: 

1) Dividing data into voice, video and data types, based on 
the analysis of the protocol and the port. 



2) Doing aggregation operation for these three types of 
application in a certain scale. A clustering method is to take data 
blocks of stationary time series, X = {X(i), i > 0}, at the length 
of 1 min or 1 h for the sum operation, that is Xm(k) =∑ Xm(i)ki 1 , m = 1,2,3 … , k = 0,1,2 … 

3) Dealing with the given network traffic data to get a time 
series with a mean value of zero.  

4) Denoise of sequence. Common methods are the window 
function, the exponential filter, the wavelet transform, etc.. 

Step 3: The model order for three types of application traffic 
need to be determined. Selecting appropriate value of g, d, l, G, 
D, L to get a tentative model. 

Step 4: A preliminary estimate of the parameters of MACTP 
model is obtained by the autocorrelation value of the pretreated 
sequence. 

Step 5: Residual test. If the model is not ideal, then re-fitting 
and test again. 

Step 6: Prediction and analyzation. Compare MACPT model 
with other prediction models by calculating the error. 

B. Estimation indexes 

We use ME (Mean Error), MAD (Mean Absolute 
Deviation), MSE (Mean Square Error), MPE (Mean Percentage 
Error) and MAPE (Mean Absolute Percentage Error) to judge 
the prediction accuracy. Specific calculation formula is as 
follows: 

Mean Error: δME = ∑ (Zi Zi)ni 1 n                                  (5) 

Mean Absolute Deviation: δMAD = ∑ |Zi Zi|ni 1 n                                 (6) 

Mean Square Error: δMSE = ∑ (Zi Zi)2ni 1 n                                (7) 

Mean Percentage Error: δMPE = ∑ (Zi ZiZi ×100%)ni 1 n                          (8) 

Mean Absolute Percentage Error: 

δMAPE = ∑ (|Zi Zi|Zi ×100%)ni 1 n                           (9) 

where: Z  is predictions of time series.  Z  is actual values of 
time series. n  represents total steps.  δ  is on behalf of error 
values calculated by different methods. An error value is lower, 
prediction precision is higher. 

C. Simulation results 

We use RStudio and MATLAB to process data and emulate. 

A zero mean sequence is a premise to establish MACTP 
model. After zero mean normalization and denoise operation to 

three application types of traffic, R/S method is used to calculate 
Hurst index of a time series and the differential order. 

TABLE II.  COMPARISON ABOUT H, D BEFORE AND AFTER DIFFERENCE 

Application 
types 

Before differential 
operation 

After differential 
operation 

H d H d 
Voice 0.8237 0.3237 0.5124 0.0124 
Video 0.7776 0.2776 0.5093 0.0093 
Data 0.8578 0.3578 0.5112 0.0112 

 

In this paper, the autocorrelation and partial autocorrelation 
function is used to determine the model order. Fig.1 is a set of 
diagrams of autocorrelation and partial autocorrelation values. 
Among them, the first column is the ACF chart and the second 
column is the PACF chart. In the figure, the horizontal axis is 

the order of delay and the vertical axis represents ACF and 
PACF values. Besides, the two blue horizontal lines in the figure 
indicate the 95% confidence interval. 

As shown in Fig.1, for voice application, ACF rebounds at 
order 6 and reenters the confidence interval after order 7, then 
the whole tails, so we take l1 as 6. PACF is beyond confidence 
interval in 6 steps obviously, so we take g1 as 6. Similarly,for 
video application, we take l2  as 6 and g2  as 0. For data 
application, we take l3 as 3 and g3 as 3. 

Taking into the periodicity of the autocorrelation and partial 
autocorrelation, this paper treats voice and data traffic with first-
order seasonal differential operation. In addition, in the process 
of the actual simulation, it is found that the AR (4) and the later 
part of the model have little effect, so these parts are excluded, 
considering the simplicity of a model according to AIC and BIC. 
Finally, fitting models for voice, video and data application are 
determined as: S − ARIMA(3,0.3,6) × (0,1,1) , F −ARIMA(0,0.2,6) and S − ARIMA(3,0.4.3) × (0,1,1) . 

The predicted result is shown below. 

 
Fig. 1. The determination of orders 



 

The model reflects the trend of traffic well in Fig.2. The 
predictive value of the original flow can be obtained by the 
inverse operation of differential, zero mean normalization and 
the denoise to the prediction data. 

D. Comparative analysis 

Fourier series model, Holt - winter ‘s model, and MACTP 
model are used to predict traffic by total flow values within one 
day. And results are compared with actual flows. Estimation 
indexes are calculated and displayed in Fig.3. 

Fourier series model is used to process data with weak 
randomness and strong periodicity well, but actual flows within 
one day have strong randomness and weak periodicity, so the 
accuracy of Fourier series model is poor. Holt-winter 's model 
can adapt to the randomness better. But when traffic volume is 
low, prediction effect is bad.  

Finally, we separately build F-ARIMA(3,0.4,5) model and 
S-ARIMA  (1,1,2) × (0,1,1)  model using the same data 
without differentiated service. The result is compared with 
MACTP model, as shown in Fig.4. S-ARIMA is slightly better 
than F-ARIMA, due to considering the periodicity of data. And 
it can be seen that distinguishing application types reduces error 
in some degree. 

V. CONCLUSIONS 

In order to solve the problem of integrated traffic prediction 
in the electric power data network that supports multi 
applications, a multi-applications comprehensive traffic 
prediction model is proposed in this paper. The simulation 
shows that MACPTP model is different from other predicting 
models. According to the flow characteristics of different 
application types, it considers factors, such as the trend, sudden 
and cyclical, reduces the prediction error in a certain extent, and 
improves the accuracy of prediction. After getting accurate 
traffic prediction, how to allocate bandwidth and other network 
resources reasonably and avoid network congestion will be the 
focus of the next research. 
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Fig. 2. Prediction results  
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Fig. 3.  Prediction accuracy comparison of three models 
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Fig. 4. Prediction accuracy of two models without differentiated service 
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