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Abstract—With the increasing complexity of the network, 
the current network traffic has strong nonlinearity and 
burstiness. Therefore, the traditional traffic prediction model is 
no longer applicable. The neural network model, especially the 
LSTM, can well fit the nonlinearity of time-series data and 
preserve the information memory of the past. However, as for 
the periodicity of long-term span network traffic data, the 
neural network model does not perform well. Based on this, this 
paper proposes LTS-TP (Long-Term Span Traffic Prediction 
model), a network traffic prediction model, to solve the problem. 
First, the model decomposes the collected network traffic data 
using the improved STL decomposition algorithm to preserve 
the seasonal component. Then, the trend component and the 
remainder component are input into the Seq2Seq model based 
on the LSTM added with the improved attention mechanism for 
prediction. Finally, the predicted value of the output is added to 
the seasonal component, and the final network traffic prediction 
value is obtained. In the simulation part, this paper uses the 
MAWI public data set to test the proposed network traffic 
prediction model and compared performance with other models. 
The results show that the network traffic prediction model 
proposed in this paper has a good predictive effect on long-term 
span network traffic data. 

Keywords—network traffic prediction, STL decomposition, 
LSTM, Seq2Seq, attention mechanism 

I. INTRODUCTION 

 With the rapid development of information technology, 
the topology of the network has become increasingly complex, 
and the state of the network has become highly variable. 
Therefore, a more reasonable and effective traffic 
management strategy is formulated to better cope with various 
sudden problems such as network congestion and provide 
users with a high-quality network environment.  

 As a kind of time series data, network traffic has short-
term characteristics and long-term characteristics. The 
traditional linear models such as Autoregressive Integrated 
Moving Average (ARIMA) model [1] are simple to 
implement and has good effects on short-term network traffic 
data prediction, but it is not suitable for frequently changing 
network structures. Therefore, this paper proposes a network 
traffic prediction model based on Seasonal-Trend 
decomposition procedure based on Loess (STL) and Long 

Short-Term Memory (LSTM). For the periodic characteristics 
of long-term span sequences, this paper uses STL 
decomposition algorithm and improves it to realize multi-
periodic decomposition and extraction of network traffic data. 
In view of the long correlation of network traffic data, this 
paper improves the attention mechanism used in the neural 
network model, and adds information capture to important 
data points before long sequence spans. Thereby enhancing 
the feature fitting of the long-term span sequence and 
improving the accuracy of network traffic prediction. 

The rest of this paper is organized as follows. It first 
introduces the related work, then describes the proposed 
Long-Term Span Traffic Prediction model (LTS-TP). This 
paper then introduced the data set used and compare the 
performance of proposed model with other sequence 
prediction model. Finally, this paper is concluded. 

II. RELATED WORK 

Commonly used artificial intelligence-based network 
traffic prediction methods include Elman neural network [2], 
BP neural network [3], Echo State Networks (ESN), and 
Extreme Learning Machine (ELM). When the neural network 
is trained by the gradient descent algorithm, it often has the 
defect that it is difficult to converge to the global optimal and 
easily fall into the local optimum. Many researches have 
improved this defect. The improved methods include Particle 
Swarm Optimization (PSO) [4] and Genetic Algorithm. 

Ji Yimu et al. [5] proposed a new network traffic 
prediction method based on improved Echo State Networks to 
deal with the complex characters of network traffic, such as 
mutability, chaos, timeliness, and nonlinearity. 

Jie Feng et al. [6] proposed Deep Traffic Predictor 
(DeepTP) to forecast traffic demands from spatial-dependent 
and long-period cellular traffic, which can be divided into two 
components: a general feature extractor for modeling spatial 
dependencies and encoding the external information, and a 
sequential module for modeling complicated temporal 
variations.  

The family of Recurrent Neural Network (RNN) is often 
used for time series predictions and has a good performance. 
Vinayakumar, R. et al. [7] used various RNN networks to 
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leverage the efficacy of RNN approaches towards traffic 
matrix estimation in large networks. The performance of 
various RNN networks is evaluated on the real data from 
GÉANT backbone networks. The results show that LSTM has 
a best performance in comparison to the other RNN and 
classical methods. 

However, in the existing network traffic prediction 
research, it is impossible to fit the network traffic data with 
long-term span of periodicity and long correlation well. 
Aiming at this problem, this paper proposes an improved 
network traffic prediction algorithm: Long-Term Span Traffic 
Prediction model (LTS-TP), which combines STL 
decomposition algorithm and LSTM-based Seq2Seq model to 
predict network traffic, and improves the STL decomposition 
and attention mechanism. 

III. DESIGN OF NETWORK TRAFFIC PREDICTION MODEL 

BASED ON STL-SEQ2SEQ STYLING 

In this paper, an improved network traffic prediction 
algorithm: Long-Term Span Traffic Prediction model (LTS-
TP) is proposed for the periodicity and long correlation of 
long-term span network traffic data. The data is decomposed 
and preprocessed by the improved STL decomposition 
algorithm, and then the data is input into the Seq2Seq model 
with the improved attention mechanism for traffic prediction. 

A. Improved STL Decomposition 

Seasonal-Trend decomposition procedure based on Loess 
(STL) is a commonly used time series decomposition 
algorithm with strong robustness. The algorithm is based on 
locally weighted scatterplot smoothing, and the time series is 
decomposed into several subsequences by the additive model: 
trend component, seasonal component and remainder 
component. 

Due to the strong periodic characteristics of long-term 
network traffic, this paper intends to decompose it periodically. 
The specific method is as follows: Firstly, the network traffic 
data is decomposed into seasonal component, trend 
component and remainder component by using STL 
decomposition algorithm. Subsequently, the seasonal 
component is retained and the trend component and the 
remainder component are input into the code-decoder model 
with the attention mechanism, thereby outputting the 
corresponding predicted value. Finally, the model output of 
the previous step is added to the retained seasonal component 
to obtain the final network traffic prediction value. 

Considering that the long-term span network traffic data 
has multiple periodicities, the traditional STL decomposition 
algorithm can only extract a certain period when extracting 
seasonal components. Therefore, this paper improves the 
addition model of STL, and decomposes the time series into 
trend component, multiple seasonal component and remainder 
component. The specific expressions are as follows: 

𝑌௩ = 𝑇௩ + 𝑆 + 𝑆 + ⋯ + 𝑆 + 𝑅௩

 𝑇௩  represents the trend component, 𝑆 represents the i-th 

seasonal component,  𝑅௩ represents the remainder component, 
v=1, 2, ..., N represents a certain moment. 

B. Seq2Seq network with improved attention mechanism 

After the original network traffic data is periodically 
decomposed using STL decomposition algorithm, the 

obtained sequence needs to be input into the neural network 
for training. In this paper, the Seq2Seq model based on LSTM 
is selected in the choice of neural network model, and the 
attention mechanism is incorporated into the network. The 
model uses LSTM for prediction, which not only fits the 
nonlinear characteristics of network traffic data, but also 
avoids the gradient descent and gradient explosion problems 
that traditional RNN will face. The addition of improved 
attention mechanisms can also enable neural networks to learn 
more effective information, making predictions more accurate. 

Since the traffic sequence to be predicted has a long 
correlation, when using the attention mechanism, the author 
finds that the time point which can have a greater impact on 
the current (that is the point at which attention should be 
focused) will have a long sequence span with the current time 
point. If the input sequence is set long, the attention 
mechanism needs to traverse the state of all hidden layers and 
determine its similarity to the state of the current hidden layer 
to give a score, but this will result in a large time overhead. 
However, if the input sequence is set to be short, the 
information for a long time will be lost, which will affect the 
accuracy of network traffic prediction. 

Therefore, this paper improves the model by combining 
the data characteristics of network traffic when using the 
attention mechanism, and expects to enhance the accuracy of 
network traffic prediction without generating large time 
overhead. 

The general attention mechanism scores all previous 
hidden layer states, and then assigns the corresponding 
weights, weights them, and passes them to the decoder. But 
when the time series is very long, there are a few important 
nodes that really have a big impact on the final output. 
Considering that network traffic has strong seasonality, there 
are two important time points in the long-term prediction, one 
year ago and one quarter ago. 

 
Fig. 1.  the structure of the improved attention mechanism 

Based on the general attention mechanism, this paper adds 
learning to these important time points. The specific 
processing method is: 

 Keep the data of the two time points” one year ago” 
(current_day-365) and “one quarter ago” 
(current_day-90), and consider that due to the long-
term series, year and season may have some offsets. 
Therefore, when acquiring data, it is necessary to 
consider the nearby nodes and weight them: 

𝑖ଷ଺ହ = 𝛼ଵ𝑥ଷ଺ସ + 𝛼ଶ𝑥ଷ଺ହ + 𝛼ଷ𝑥ଷ଺଺

𝑖ଽ଴ = 𝛼ସ𝑥଼ଽ + 𝛼ହ𝑥ଽ଴ + 𝛼଺𝑥ଽଵ

𝛼 is the weighted value of the encoder output of the 
nearby node. For the output of the encoder at the same 
time point, the sum of the items 𝛼 is one.  
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 Input the weighted value into a fully connected layer 
for dimensionality reduction, which can be expressed 
as:  

𝑓 = 𝛽ଵ𝑖ଷ଺ହ + 𝛽ଶ𝑖ଽ଴

𝛽௜ is the weight of the fully connected layer 

 The processed data 𝑓  is input as a feature to the 
decoder for decoding, so that the decoder can better 
learn the information at important time points. 

 The original attention mechanism is retained, and the 
state of the hidden layer of the encoder is scored and 
then weighted 𝛼௧,௜  using the score() function. The 
transfer vector 𝑐௧ is calculated, and the transfer vector 
is synthesized to obtain the hidden layer state at time 
t, that is, the output. 

𝛼௧,௜ =
௘௫௣(௦௖௢௥௘(௛೟,௛ሜ ೔))

∑ ௘௫௣(௦௖௢௥௘(௛೟,௛ሜ ೔ᇲ))೔ᇲ
 

𝑐௧ = ∑ 𝛼௧,௜ℎሜ ௜௜  

ℎ෨௧ = 𝑡𝑎𝑛ℎ( 𝑊௖[𝑐௧; ℎ௧])

C. Adaptive Moment Estimation 

This paper uses the more effective Adaptive Moment 
Estimation (Adam) gradient descent algorithm when updating 
the gradient. The Adam algorithm adjusts the learning rate of 
the parameters according to the exponential decay values of 
the previous gradient and the previous square gradient. The 
specific steps are as follows: 

 First, initialize the first and second order cumulants of 
the gradient. 

𝑣 = 0, 𝑠 = 0                             

 In the t-th training, the parameters are updated 
according to the previous gradient cumulants, where  
𝛽 is the exponential decay parameter of the gradient 
accumulation, 𝛽ଵ is often set to 0.9, and 𝛽ଶ is often set 
to 0.9999. 

𝑣௧ = 𝛽ଵ𝑣௧ିଵ + (1 − 𝛽ଵ)𝑑𝑊               

𝑠௧ = 𝛽ଶ𝑠௧ିଵ + (1 − 𝛽ଶ)𝑑𝑊ଶ            

 Correct the offset of the above values. 

𝑣௧
௖ =

௩೟

ଵିఉభ
೟         

𝑠௧
௖ =

௦೟

ଵିఉమ
೟                 

 Update the parameters based on the corrected values 
obtained. 

𝑊 = 𝑊 − 𝛼
௩೟

೎

ට௦೟
೎ାఌ

  

α is the learning rate, and ε is the smoothing term, which is 
often taken as 10-8.

IV. SIMULATION RESULTS AND COMPARATIVE ANALYSIS 

In this part, we will simulate the network traffic prediction 
model proposed in this paper, and compare the experimental 
results with the original model: classical LSTM, and Seq2Seq 
model based on LSTM with soft attention mechanism. All of 
these models use the Adam algorithm to update the parameters. 

A. Data set 

The data set used in this paper is the public network traffic 
dataset on the MAWI website. The data set is network traffic 
data recorded every two hours from March 7, 2013 to April 
14, 2019, with a total of 27,065. We divide the original data 
set into 6 data sets according to the length of time, and further 
divide into training sets and test sets. The results are shown in 
the TABLE I: 

TABLE I.  THE PROCESSED DATA SET 

 

B. Prediction error indicator 

In the evaluation of the network traffic prediction model, 
this paper uses the Root mean squared error (RMSE) and the 
mean absolute error (MAE) to measure the accuracy of the 
network traffic model prediction. 

RMSE is also called the standard deviation, which is the 
square root of the average of the difference between the 
predicted value and the actual value of the parameter.  

𝑅𝑀𝑆𝐸 = ට
ଵ

௠
∑ (𝑦௜ − 𝑦ො௜)

ଶ௠
௜ୀଵ 

𝑚 is the number of predicted values, 𝑦௜  represents the actual 
value of the parameter, and 𝑦ො௜ represents the predicted value 
obtained by the model. 

MAE is the average of the absolute values of the 
deviations between the predicted values and the actual values 
of all parameters.  

𝑀𝐴𝐸 =
ଵ

௠
∑ |𝑦௜ − 𝑦ො௜|

௠
௜ୀଵ 

𝑚 is the number of predicted values, 𝑦௜  represents the actual 
value of the parameter, and 𝑦

𝑖
 represents the predicted value 

obtained by the model. 

The smaller RMSE and MAE are, the more accurate 
predicted values are. This means that the trained neural 
network is more fitted to the actual model. 

C. Performance comparison analysis 

In this paper, the data set is processed and input into the 
designed network traffic prediction model for prediction. In 
order to better compare the prediction results of each model, 
this paper selects the data segments with faster changes for 
display. Fig. 2. shows the prediction results of each model on 
the overall data set: 

 
Fig. 2. prediction results of the datapart_all 
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In order to better demonstrate the prediction effects of each 
model, this paper calculated the evaluation indicators of each 
model on the six data sets, which are shown in TABLE II. 

TABLE II.  THE RMSE AND MAE OF EACH ALGORITHM 

 

The RMSE in all dataset partitions of Long-term TP is 
6.57% better than the LSTM model and 7.05% better than the 
LSTM+Seq2Seq+Attention model. The MAE in all dataset 
partitions of Long-term TP is 6.93% better than the LSTM 
model and 7.21% better than the LSTM+Seq2Seq+Attention 
model. On the total dataset, the RMSE of Long-term TP is 
13.59% better than the LSTM model and 13.65% better than 
the LSTM+Seq2Seq+Attention model. On the total dataset, 
the MAE of Long-term TP is 11.52% better than the LSTM 
model and 11.44% better than the LSTM+Seq2Seq+Attention 
model. Experiments show that the Long-term TP model 
proposed in this paper has a good predictive effect on long-
term span network traffic data. 

 The following is a visual representation of the RMSE and 
MAE percentage reduction of the LTS-TP model relative to 
the two comparison models in different data sets, as shown in 
Fig. 3. and Fig. 4. 

 
Fig. 3. The RMSE percentage reduction of each data set 

 
Fig. 4. The MAE percentage reduction of each data set 

As can be seen from the figures, as the size of the data set 
increases, RMSE and MAE percentage reductions of the LTS-
TP model relative to the other two comparison models are 
increasing. When the data time span is small, the performance 
optimization effect is not obvious enough. This reflects that 
the LTS-TP model is more suitable for fitting long-term span 
sequences. It can effectively learn the periodicity and long 

correlation of long-term span sequences, thus achieving more 
accurate network traffic prediction. 

Overall, the LTS-TP network traffic prediction model 
proposed in this paper has a great improvement in prediction 
accuracy, especially for long-term span sequences. 

V. CONCLUSION 

Aiming at the Periodicity and long correlation of long-
term span network traffic, this paper proposes an improved 
network traffic prediction algorithm: Long-Term Span Traffic 
Prediction model (LTS-TP). In the improvement of the STL 
decomposition, this paper firstly uses Fourier analysis to 
obtain its periodicity, and then extracts and stores its 
corresponding seasonal components for each period, finally 
retains the trend component and remainder component 
obtained in the last period extraction. In the improvement of 
attention mechanism, this paper regards one year ago and one 
quarter ago as the important time nodes, and the data of these 
time nodes are inputted into the decoder through a fully 
connected layer for prediction. Based on these improvements, 
LTS-TP can effectively fit the periodicity and long correlation 
of network traffic data without significantly increasing the 
time consumption. In this paper, the proposed model is 
simulated by MAWI public data set and the results show that 
the LTS-TP can effectively improve the accuracy of network 
traffic prediction. LTS-TP model has certain improvement in 
performance for traffic prediction, but there are still some 
limitations, such as the burstiness characteristic of network 
traffic data cannot be well fitted, which could reduce the 
prediction accuracy. We will further improve our model in the 
future. 
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