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Abstract—Since Bitcoin, the first cryptocurrency that 
applied blockchain technology was developed by Satoshi 
Nakamoto, the cryptocurrency market has grown rapidly. 
Along with this growth, many vulnerabilities and attacks are 
threatening the Bitcoin ecosystem, which is not only at the 
bitcoin network-level but also at the service level that applied it, 
according to the survey. We intend to analyze and detect DDoS 
attacks on the premise that bitcoin’s network-level data and 
service-level DDoS attacks with bitcoin are associated. We 
evaluate the results of the experiment according to the 
proposed metrics, resulting in an association between network-
level data and service-level DDoS attacks of bitcoin. In 
conclusion, we suggest the possibility that the proposed method 
could be applied to other blockchain systems. 
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I. INTRODUCTION1

A. Backgrounds

Bitcoin is the first cryptocurrency which is based on
block-chain technology and has been widely adopted[1]. 
This cryptocurrency challenged the currency market as a 
clean alternative that guarantees anonymity and is not under 
the control of the central governments. Despite the 
uncertainty of whether the bitcoin is a suitable alternative to 
existing currencies[2-3], Bitcoin still remains the highest 
trading volume among all cryptocurrency[4]. With the 
growth of the bitcoin market, many vulnerabilities and 
attacks have been investigated[5-6], and these vulnerabilities 
and attacks have been found to affect the bitcoin eco 
system[7]. In addition to the technical vulnerabilities of 
bitcoin, attacks at related service levels can also affect the 
bitcoin ecosystem. One of the representative examples is the 
collapse of Mt.gox, which was the largest exchange[8]. The 
attacks that occur at these service levels occupy a large 
number of DDoS attacks, and studies for analyzing such 
DDoS attacks have been conducted[9]. But, there is no study 
for detecting DDoS attacks in practical. 

B. Proposed Method

This paper focuses on the detecting DDoS attacks on
service level including mining pool and exchange. The 
outline of the proposed method is as follows: 
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1. Collecting of DDoS attack data and Bitcoin
network data(Blocks, Transactions)

2. Pre-processing of collected data (1)

3. Extracting statistical data from (2)

4. Feature extraction from (3)

5. Training, Validating, Testing

6. Evaluating

Following the introduction of Section Ⅰ, Section Ⅱ lists 
and classifies related works. Section Ⅲ describes the pre-
processing method and the deep-learning method, and 
Section Ⅳ describes the experimental procedure including 
data pre-processing. Section Ⅴ evaluates the experimental 
results according to the proposed evaluation metrics. Section 
Ⅵ describes the conclusions, including limitations and future 
works 

II. RELATED WORKS

A. Analysis of DDoS on Bitcoin Network

In general, the Bitcoin network is known to be robust
against DDoS attacks due to the characteristic of distributed 
ledgers. But, bitcoin network still can potentially be attacked 
by DDoS attacks, and possible attack is message spoofing 
using Transmission Control Protocol (TCP) sequence 
numbers[10]. There are also many DDoS attacks at the 
service level where bitcoin is being used. The DDoS attacks 
at the service level cannot directly affect the performance of 
the network or steal the currency, but they are closely related 
to the value of the currency and eventually lead to the BTC's 
depreciation[8, 11, 12]. Most services related to bitcoin 
where DDoS attacks occur are on the exchanges or the 
mining pools[9]. The short-term and long-term effects have 
been analyzed through game theory models when conducting 
DDoS attacks between competing for mining pools [13].  

B. Anomaly Detection for Bitcoin Network

Studies have been conducted to detect anomaly in Bitcoin
network using machine learning. [14] used two types of 
graphs to analyze the behavior patterns of users and 
transactions, and they detected three of the 30 known cases 
They attained similar results using k-means clustering, Local 
Outlier Factor(LOF) and power degree & densification in 
their subsequent study[15]. [16] attempted to distinguish 
between normal users and malicious users based on real 
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reported cases. [17] used trimmed k-means clustering for 
anomaly detection.  

C. Analysis for Bitcoin Network using Deep-Learning

Bitcoin network analysis based on Deep-Learning mainly
consists of market price prediction of cryptocurrency and 
user classification. [18] used autoregressive integrated 
moving average (ARIMA) model, recurrent neural 
network(RNN), long short term memory(LSTM) for the 
market price prediction of BTC. [19] presented an approach 
for applying LSTM directly to such graph neighborhoods, 
yielding predictions for graph nodes on the basis of the 
structure of their local neighborhood and the features of the 
nodes in it. [20] proposed a deep learning method to achieve 
address-user mapping. 

III. KEY CONCEPTS

A. Principal Component Analysis(PCA)

PCA is a statistical procedure that uses an orthogonal
transformation to convert a set of observations of possibly 
correlated variables (entities each of which takes on various 
numerical values) into a set of values of linearly 
uncorrelated variables called PC(principal component)s[21]. 
The brief is as follows: 

Assuming that the average of the dataset is zero, the 
principal component 𝑤ଵ of the dataset x is defined as: 

𝑤ଵ =  arg max
‖௪‖ୀଵ

𝐸  {(𝑤்𝑥)ଶ} 

When k-1 PCs are already given, the kth PC can be found 
by subtracting the previous k-1 PCs: 

𝑥ො௞ = 𝑥 − ෍ 𝑤௜𝑤௜
்

௞ିଵ

௜ୀଵ

𝑥 

Then subtract this value from the dataset and find the 
new PC: 

𝑤௞ = arg max
‖௪‖ୀଵ

𝐸  {(𝑤்𝑥ො)ଶ} 

B. Multi-Layer Perceptron

MLP(Multi-Layer Perceptron) is a class of feedforward
artificial neural network and consists of at least three layers 
of nodes[22]. Except for the input nodes, each node is a 
neuron that uses a nonlinear activation function. The two 
common activation functions are both sigmoids and where 𝑦௜ 
is the output of the ith node and 𝑣௜ is the weighted sum of the 
input connections, the formulas of sigmoids are as follows: 

𝑦(𝑣௜) =  tanh(𝑣௜) , 𝑦(𝑣௜) = (1 + 𝑒ି௩௜)ିଵ 

The learning process is changing connection weights 
based on the amount of error in the output compared to the 
expected result. Where d is the target value and y is the value 
produced by the perceptron, error in output node j in the nth 
data point is as follows: 

𝑒௝(𝑛) = 𝑑௝(𝑛) − 𝑦௝(𝑛) 

The weights of nodes are adjusted based on corrections 
that minimize the error in the entire output and the error of 
the data n is as follows: 

ε(𝑛) =  
1

2
෍ 𝑦௜(𝑛)

௝

 

Where 𝑦௜  is the output of the previous neuron and γ is the 
learning rate, the change in each weight of nodes is as 
follows: 

∆𝑤௝௜(𝑛) = −𝛾
𝜕𝜀(𝑛)

𝜕𝑣௝(𝑛)
𝑦௜(𝑛) 

MLP utilizes a supervised learning technique called 
backpropagation for training. After adjusting the weight of 
all nodes to the number of epoch fixed, learning is finished 
and the output of its are weights of nodes as a result. 

IV. EXPERIMENT

A. Collecting Data

The data we collect and analyze is real cases of the DDoS 
attacks on services related to Bitcoin. The real case data of 
the DDoS attack is the data used in previous DDoS attack 
analysis study[9] and was downloaded from [23] and is 
based on reports of Bitcoin forum site[24]. The DDoS attack 
data contain the name of service which is attacked by DDoS, 
the date that DDoS attack conducted, the category of service 
and the number of posts which report DDoS attack. DDoS 
attack data are reported cases from May 2011 to October 
2013, with detailed information on attacks shown in Table 1. 
Then we collect block data generated at the time of the 
DDoS attack. The block data can be collected through the 
getblock command of Bitcoin client program, and transaction 
data contained in the block was also collected by setting 
verbosity option to 2.  

TABLE I. DETAIL OF DDOS ATTACK DATA 

B. Extracting Statistical Data

We extract the statistical data from the collected Bitcoin
block data and Bitcoin transaction data. We extracted 
statistical data such as summation, maximum, minimum, 
average, standard variation. The extraction criteria are based 
on block. The statistical data extracted are described in table 
2. Each raw data went through 0 to 2 statistical extracting

TABLE II. EXTRACTED STATISTICAL DATA  

Data Level 
Raw data 

(0th) 
1st 

Extraction 
2nd 

Extraction 
Number of 

data 

Block 

nTx 1 
Weight 1 
Size 1 
vSize 1 

Transaction 

nVin 

Sum 
Max 
Min 
Avg 
Stdv 
(5) 

5 
nVout 5 
Value 5 
Fee 5 
Tx_vSize 5 
Tx_Size 5 

Input & 
Output of 

Transaction 

Vout_value 
Sum 
Max 
Min 
Avg 
Stdv 
(5) 

25 

Vin_value 25 

Category Number of reports Proportion 
Mining pool 54 38% 
Currency exchange 58 41% 
e-Wallet 6 4% 
Financial 7 5% 
Gambling 13 9% 
Other 4 3% 
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process depending on its data level, resulting in a total of 84 
data extracted. 

C. Pre-Processing 

We use PCA to perform feature extraction to eliminate 
redundant and unnecessary data from the extracted data. 
Feature extraction using PCA was performed until at least 99% 
of the dimension of the original data express.  

D. Detecting DDoS using Deep-Learning 

We use MLP to detect DDoS attack data and all data is 
divided into a training set, validation set, and testing set with 
a division ratio of 6:2:2. The input parameters include the 
number of hidden layers, the learning rate, the number of 
nodes in each layer, and the number of learning epochs. we 
fix the learning rate to 0.01 and fix the number of nodes in 
each hidden layer to the size of the input layer. For various 
experiment result, we change only the number of hidden 
layers and the learning epochs. All data is labeled as DDoS 
or normal, respectively, and the criterion to be labeled is 
whether the block was created on the day the DDoS attack 
occurred. 

V. RESULTS 

A. Result of the Traning Set 

 We show the experimental results on various parameters 
in 3d-graphs and analyzed them through this graph. Fig. 1 - 
A shows the model accuracy of detecting DDoS attacks in 
the training set. The model shows high accuracy except for 
too little learning or too much learning. In addition, the 
higher the number of hidden layers, the higher the number of 
hidden layers, the higher the accuracy of the model. Fig. 2 - 
B shows the model accuracy of detecting Non-DDoS attacks 
in the training set. The model has high detection accuracy, 
which shows that the model has been well trained. The 
results in Fig. 1 show that the block created when the DDoS 
attack occurred is characteristically distinct from the block 
created when a DDoS attack did not occur. 

 
Figure 1. Accuracy of  the DDoS Attack detection(A) and the normal block 
detection(B) in training set 

B. Result of the Validation Set 

We analyze the results of the validation set to select the 
model with the optimal hyper-parameters. Fig. 2-A shows 
the model accuracy of detecting DDoS attacks in the 
validation set. The model shows high accuracy when the 
number of hidden layers was set at 9 or 11. Fig. 2-B shows 
the model accuracy of detecting Non-DDoS attacks in the 
validation set and shows the same result as the result in the 
training set. We check the experimental results in the test set 
with the model in the top 5 showing high results in the 
validation set. These experimental results are shown in Table 
3. 

 
Figure 1. Accuracy of  the DDoS Attack detection(A) and the normal block 
detection(B) in validation set 

TABLE III.  TOP 10 HIGH ACCURACY IN VALIDATION SET 

#Layers #Epochs 
Validati

on 
(DDoS) 

Validati
on 

(Non-
DDoS) 

Test 
(DDoS) 

Test 
(Non-
DDoS) 

9 440000 100 100 0 0 
9 450000 100 100 0 0 
9 460000 100 100 0 0 
9 430000 100 100 0 0 
9 390000 100 100 0 0 

 In Table 3, we can see that the model shows high 
accuracy in the validation set but is not detectable at all in the 
test set. We analyzed the reasons for the above phenomenon 
through the results of the experiment on the test set. 

C. Result of the Test Set 

Fig. 3 shows the model accuracy of detecting DDoS 
attacks and Non-DDoS attacks in the test set, respectively. 
Fig. 3 shows that the model has high accuracy with 3 or 12 
hidden layers. But, as shown in Fig. 1 - B, training is not 
good when the number of hidden layers is 3. Thus the model 
shows high accuracy with 12 layers and higher training 
epochs. We check the experimental results in the validation 
set with the model in the top 5 showing high results in the 
test set. These experimental results are shown in Table 4. 
The models with high accuracy at the test set shows low 
accuracy at the validation set. We determine through these 
extreme results that data of test set and data of validation set 
have different data patterns that are mutually exclusive.  

 
Figure 3. Accuracy of  the DDoS Attack detection(A) and the normal block 
detection(B) in test set 

TABLE IV.  TOP 10 HIGH ACCURACY IN TEST SET 

#Layers #Epochs 
Test 

(DDoS) 

Test 
(Non-
DDoS) 

Validati
on 

(DDoS) 

Validati
on 

(Non-
DDoS) 

12 420000 100 100 2.94 4.73 
12 390000 100 100 5.88 0.68 
12 410000 100 100 2.94 0.68 
12 470000 100 100 0 0 
12 380000 100 96.15 2.94 4.73 

(A) (B) 

(A) (B) 

(A) (B) 
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D. General Performance of Proposed Method 

We determined from the above results that there are two 
mutually exclusive patterns in the DDoS data set. Thus, 
multiple models for both patterns can ensure a high accuracy. 
However, we conducted experiments on randomly shuffled 
data set to draw general detection accuracy for a single 
model we proposed. We keep the training set intact and only 
shuffle validation set and test set to measure the performance 
of a single model when random data set is entered into the 
model. n this experiment, the unit of epoch is set to 100 for 
more detailed experimentation. Performance measurements 
from shuffled data are shown in the Table 7, 8. Table 7, 8 
shows the performance of single model with shuffled data. 
Overall, the accuracy of detecting DDoS attack is about 50%, 
and the accuracy of distinguishing normal block data about 
70%. As a result, it can be said that the single model has poor 
results and that it is appropriate to use multiple models to 
actually use the method proposed in this paper. 

TABLE V.  PERFORMANCE WITH SHUFFLED DATA 
(HIGH ACCURACY ON VALIDATION SET) 

#Layers #Epochs 
Validati

on 
(DDoS) 

Validati
on 

(Non-
DDoS) 

Test 
(DDoS) 

Test 
(Non-
DDoS) 

12 286700 55.46 76.72 53.17 68.79 
12 470700 51.28 68.15 50.07 67.16 
12 470800 51.28 68.15 50.07 67.16 
12 470900 51.28 68.15 50.07 67.16 
12 471000 51.28 68.15 50.07 67.16 

TABLE VI.  PERFORMANCE WITH SHUFFLED DATA 
(HIGH ACCURACY ON TEST  SET) 

#Layers #Epochs 
Validati

on 
(DDoS) 

Validati
on 

(Non-
DDoS) 

Test 
(DDoS) 

Test 
(Non-
DDoS) 

12 395500 54.49 73.51 55.12 72.36 
12 396000 54.38 64.27 54.89 69.85 
12 394500 54.38 64.27 54.89 69.85 
12 394800 54.38 64.27 54.89 69.85 
12 395400 52.58 64.27 54.89 69.85 

VI. CONCLUSION 

In this paper, we proposed using bitcoin data to predict 
the DDoS attack that has occurred in services related to 
bitcoin-related services. The proposed method defined the 
data that could be collected from the Bitcoin network and the 
statistical data of blocks that could be extracted from the 
collected data. We conducted detection experiments on 
various parameters and as a result, we derived the optimal 
number of hidden layers and the optimal number of train 
epochs. We analyzed the experimental results from each 
dataset and observed that our models did not cover both 
validation set and test set. but, we determined that this is due 
to the mutually exclusive characteristic of the data set and 
suggested a solution. In conclusion, we proposed a practical 
method of detecting DDoS attack on bitcoin-related service. 
The limitation of the proposed method is that it cannot detect 
DDoS attack by reflecting all the characteristics of the blocks 
created when DDoS attack occurs and that it is difficult to 
analyze how the characteristics of the blocks differ from 
those of normal blocks when DDoS attack occurs. Therefore, 
in future works, we will study how to extract features that 
can reflect all the characteristics of blocks created when 
DDoS attack occurs, and we will study specifically which 

features differ from normal blocks through deep analysis of 
data sets. 
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