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Abstract—Cryptocurrency made on the basis of block-chain 
technology Bitcoin is drawing the attention of individuals, 
corporations, governments and financial institutions today. As 
the number of Bitcoin transactions increases over the past 
years, the scale of the Bitcoin market has been increasing day 
by day. Predicting the number of transactions contained in a 
Bitcoin block is important in a Bitcoin network. The aim of this 
paper is to propose a learning feature selection method for 
designing a machine learning model that predicts the number 
of transactions contained in the Bitcoin block by applying the 
machine learning algorithm.  Selecting the appropriate 
feature to design a machine learning model is crucial things to 
the performance of the model. We apply correlation analysis to 
select the appropriate learning feature of the transaction count 
prediction model in the Bitcoin block and verify the validity of 
the proposed method through experiments. 

Keywords—Cryptocurrency, Bitcoin, Machine Learning, 
Feature Selection, Coefficient Analysis 

I. INTRODUCTION1

Bitcoin developed by Satoshi Nakamoto is a 
cryptocurrency made based on block-chain technology [1]. 
Currently, Bitcoin attracts the attention of government, 
business, and financial institutions. In the last few years, the 
number of transactions in Bitcoin has increased 
tremendously. According to coinmarketcap.com, as of May 
2019, Bitcoin's market capitalization amounts to about $100 
billion. As the number of Bitcoin transactions increases, the 
Bitcoin network is rapidly developing, but there is also a 
problem. For example, Bitcoin transaction processing costs 
have increased, but transaction acknowledgment times have 
been delayed. For this reason, predicting the number of 
transactions contained in the Bitcoin block is important in 
coping with the growth and problems of Bitcoin networks. In 
order to predict the number of transactions contained in the 
Bitcoin block as in the [2], various researches is underway to 
predict the number of transactions in the Bitcoin block by 
applying various machine learning algorithms. 

The aim of this paper is to propose the learning feature 
selection method for designing the machine learning model 
that predicts the number of transactions contained in the 
Bitcoin block by applying the machine learning algorithm. In 
this research, we collect 84 kinds of Bitcoin block and 
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transaction statistical feature to predict the number of 
transactions contained in the Bitcoin block. The performance 
of the machine learning model depends on the learning 
feature. Therefore, it is important to find a training feature 
appropriate for predicting the number of transactions in the 
Bitcoin block among the 84 kinds of Bitcoin block and 
transaction statistical feature. Using the feature of all kinds as 
a learning feature to model's learning feature cannot 
guarantee the performance of the model. To learn feature 
using the number of all cases is inefficient. There is a need 
for an efficient method for predicting the number of 
transactions contained in a Bitcoin block using a machine 
learning algorithm. So, we propose the machine learning 
feature selection method applying correlation analysis in an 
efficient way. 

In this paper, following the introduction and describe to 
the various machine learning algorithm used for Bitcoin 
network analysis in related work. In the methodology, we 
propose two correlation analysis method algorithms selecting 
learning features for predicting the number of transactions in 
the Bitcoin block. The proposed method verifies validity 
through experiments. 

II. RELATED WORK

Research on predicting the number of transactions 
contained in the Bitcoin block is lacking. Therefore, this 
Section describes the research of analysis of Bitcoin data by 
applying a machine learning algorithm. 

A. Artificial Neural Network

Artificial neural network (ANN) is machine learning
algorithms represented by computer systems that abstract 
biological neurons [3]. [4] collected the Bitcoin transaction 
data to predict the price of Bitcoin and used transaction data 
for the ANN model's feature. As a result, they reported the 
price direction accuracy of 55% using ANN. [5] were also 
predicted the price of Bitcoin using ANN, and they tried to 
investment based on the ANN model's prediction. Their 
method attained higher performances than the primitive 
investment methods. In addition, they found important 
implications on the relationship of  ANN model 
performance with the input data.  

B. Multilayer Perceptron

Multilayer Perceptron (MLP) is a class of feed-forward
artificial neural networks [6]. [7] researched the relationship 
between the features of Bitcoin block and the next day 
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change in the price of Bitcoin by applying MLP and used a 
trading strategy through the MLP model got a result in 
making 85% profit in return. [8] used the additional feature 
with Bitcoin block data like currency feature, and they used 
correlation analysis to their feature for predicting the price of 
Bitcoin. [9] researched Bitcoin transaction fees estimation 
using MLP and to help Bitcoin users save expenditures in 
their funds in their transaction fees. 

C. Recurrent Neural Network 

Recurrent neural network (RNN) is a class of artificial 
neural networks where connections between nodes from a 
directed graph along a temporal sequence [10]. RNN is an 
algorithm specialized for the prediction of time series data. 
[11] predicted the exchange rate of BTCEUR by applying 
RNN and their results showed the possibility of applying 
RNN to time series data. [12] used the sentiment on Twitter 
as input data for RNN for predicting the price of Bitcoin, and 
They got the overall price prediction accuracy using RNN is 
found to be 77.62%. [13] used consists of fourteen input 
variables related to the Bitcoin prices as input data for RNN, 
and they attempted to predict the market trend of Bitcoin 
using RNN. 

D. Long Short-Term Memory 

Long short-term memory is an artificial recurrent neural 
network (RNN) architecture. In general, LSTM shows better 
performance than RNN. [14] used the price of Bitcoin as 
input data for LSTM for predicting the price of Bitcoin and 
compared it to the ARIMA model. They compared the 
performance of the ARIMA model with that of the LSTM 
model and found that the LSTM model showed better 
performance. [15] predicted the exchange rate of the Bitcoin 
using ANN and suggested that it would perform better if 
LSTM is applied. [16] proposed a new forecasting 
framework with the LSTM model to forecasting the daily 
price of Bitcoin, and they got excellent forecasting accuracy 
of the proposed model. 

III. METHODOLOGY 

A. Correlation Analysis 

Correlation analysis is a method of analyzing the linear 
relationship between two variables. The two variables can be 
independent or correlated, and the strength of the relationship 
between two variables is called the correlation [17]. We tried 
two correlation analysis.  

The first correlation analysis uses the Spearman 
correlation coefficient. The Spearman correlation coefficient 
is a correlation coefficient when ranking is used instead of a 
data value. The data are sorted in order from smallest to 
largest, and the correlation coefficient is obtained by using 
rankings. Spearman correlation coefficients reveal whether 
there is a correlation between two variables. The Spearman 
correlation coefficient has a value between -1 and +1. If the 
rank of two variables is completely matched, it is +1, If the 
rank of the two variables is completely opposite, it is -1 [18]. 

The second correlation analysis uses the Pearson 
correlation coefficient. The Pearson correlation coefficient is 
a measure of the linear correlation between two variables. 
The Pearson correlation coefficient has a value between +1 
and -1 due to the Kosi-Schwartz inequality, where +1 is a 
perfect positive linear correlation, 0 is a linear correlation, 
and -1 is a perfect linear relationship It means [19]. Table 1 
shows the detailed analysis of the Pearson correlation 

coefficient. The Pearson correlation coefficient is denoted by 
r. 

Table 1. Interpretation of Pearson correlation coefficient 

Range of r Degree of Relationship 

-1.0 ≤ r ≤ -0.7 A strong negative linear relationship 

-0.7 ≤ r ≤ -0.3 A distinct negative linear relationship 

-0.3 ≤ r ≤ -0.1 A weak negative linear relationship 

-0.1 ≤ r ≤ +0.1 Not a linear relationship 

+0.1 ≤ r ≤ +0.3 A weak positive linear relationship 

+0.3 ≤ r ≤ +0.7 A distinct positive linear relationship 

+0.7 ≤ r ≤ +1.0 A strong positive linear relationship 

 

B. Data Collect 
Table 2. Raw features of Bitcoin 

 
Table 3. Bitcoin block’s raw features of statistical processed  

Data 
Unit 

Raw 
Feature 

1st 
Statistical 
Process 

2nd 

Statistical 
Process 

Number 
of 

Features 

Block 

nTx 1 

Weight 1 

Size 1 

Vsize 1 

Transaction 

nVin 

Sum Max 
Min Avg 

Stdv 

5 

nVout 5 

Value 5 

Fee 5 

Tx_vSize 5 

Tx_Size 5 

Vout_value Sum Max 
Min Avg 

Stdv 

25 

Vin_value 25 

 

Feature 
of Bitcoin 

Explanation 

nTx The number of transactions contained in the block 

Weight The weight of the block 

Size The size of the block 

vSize The virtual size of the block 

nVin The number of inputs the transaction contains 

nVout The number of outputs the transaction contains 

Value The amount of value of the transactions 

Fee The fee of the transaction 

Tx.Size The size of each transaction  

Tx.vSize The virtual size of each transaction 

Vin.Value The transaction input’s value 

Vout.value The transaction output’s value 

© Copyright IEICE – The 20th Asia-Pacific Network Operations and Management Symposium (APNOMS) 2019



Since genesis Bitcoin blocks contain an only simple 
pattern of data, we have collected block data in 200,000 
height blocks starting from 100,000 height blocks in the 
Bitcoin network. We collected 12 features from the raw data 
of the Bitcoin block and 12 features are shown in Table 2. In 
addition, 84 features were collected by statistical processing 
from the feature of Table 2, and the collected features are 
shown in Table 3. We distinguished Bitcoin features by 
block and transaction unit. The summation, maximum, 
minimum, average, standard variation of transaction units 
can be obtained. The collection criteria are based on block. 

C. Experimental Features 

To select experimental data, we performed two 
correlation analyzes from between 84 collected Bitcoin 
statistical features and the number of transactions contained 
in a block. The number of transactions contained in the 
Bitcoin block is the number of transactions contained in the 
next generated block of the block containing the statistical 
data. The selected features are listed in ascending order of 
the coefficients of Figure 1 and Figure 2. 

In the case of applying the Spearman correlation 
coefficient analysis, three features with no correlation with 
four features with a correlation coefficient of -1 or 1 with the 
number of transactions contained in the Bitcoin block were 
selected for the performance comparison of the machine 
learning model. For the two correlation analyzes, sum.nVout, 
sum.nVin, sum.vSize resulted in a high correlation 
coefficient. In the case of applying the Pearson correlation 
coefficient analysis, three features with no linear relationship 
with three features with a positive linear relationship with the 
number of transactions contained in the Bitcoin block were 
selected for the performance comparison of the machine 
learning model.   

The selected experimental features are composed of 80% 
of the train set, 10% of the validation set, 10% of the test set 
in order to evaluate the performance of the model. Table 4 
shows the experimental data configuration. 

Table 4. Configuration of experimental machine learning data set 

Height of Bitcoin 
Block Configuration of Data Set 

100,000 ~ 180,000 Train Set 

180,001 ~ 190,000 Validation Set 

190,001 ~ 200,000 Test Set 

 

D. Machine Learning Model 

We chose two machine learning models. One is the ANN 
model and the other is the LSTM model. We did not use 
complex models because we focused on comparing the 
performance of machine learning models according to 
learning features. The structure of the ANN model is shown 
in figure 3. Input has an associated weight(w), which is 
assigned on the basis of input’s relative importance. The 
neuron applies a function f to the weighted sum of its inputs. 
The output Y from the neuron is computed as shown in 
figure 3. The function f is non-linear and is called the 
activation function. The purpose of the activation function is 
to introduce non-linearity into the output of the neuron [20]. 
In this research, the input of the ANN model is the feature of 
the experimental data and the output of the ANN model is 
the number of transactions contained in the next generated 
block.  

The structure of the LSTM model is shown in figure 4. 
The LSTM cell composed of the input gate, the forget gate, 
the output gate, cell state, and hidden units. The input gate 
composed of the sigmoid function and the hyperbolic 
function. The input gate can store current information and 
decide whether to store new information. The forget gate and 
the output gate compose of The sigmoid function. The forget 

Figure 4. Structure of LSTM Model 

Figure 2. Selected features from the Pearson correlation analysis 

Figure 1. Selected features from the Spearman correlation analysis 

Figure 3. Structure of ANN Model 
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gate can forget the past information and decide whether to 
store the previous information. The output gate controls the 
output value of the updated LSTM cell. The LSTM model 
can update or delete information to the cell state using these 
three gates. The hidden unit is a neural network in the LSTM 
cell. The hidden unit determines the shape of the output. In 
this research, the input of the LSTM model is the feature of 
the experimental data and the number of transactions 
contained in the Bitcoin block and output of the LSTM 
model is the number of transactions contained in the next 
generated block. 

IV. EXPERIMENTS 

The experiment is conducted using the machine learning 
feature selected through the correlation analysis. The 
machine learning model goes through the training phase, 
validation phase and testing phase. The training phase is the 
step of learning the same data several times. Since the same 
data is repeatedly learned, the machine learning model 
suitable for the training data is completed. The validation 
phase is the step of verifying the performance of the machine 
learning model using data not used for the training phase. 
The testing phase is the evaluation of the performance of the 
performance of the completed machine learning model 
through the training phase and the validation phase. The 
performance of the machine learning model is evaluated by 
the mean square error(MSE) and the mean absolute 
error(MAE) of the actual value and the predicted value of the 
machine learning model. The closer the MSE and the MAE 
are to zero, the better the performance of the machine 
learning model. We applied the Min-Max scaler to all 
experimental data to optimize the learning of the machine 
learning model. Therefore, the values of all learning features 
are converted to values between 0 and 1. The results of the 
performance of the ANN model are shown in Table 5, 6. 

Table 5. Performance of ANN model with the Pearson correlation analysis 

Feature 
Learning 

Phase 
MSE MAE 

avg.nVout 
Validation 0.0201 0.0992 

Test 0.0227 0.1077 

sum.std.vin 
Validation 0.0200 0.0991 

Test 0.0226 0.1077 

avg.fee 
Validation 0.0199 0.0992 

Test 0.0225 0.1079 

sum.nVout 
Validation 0.0177 0.0887 

Test 0.0201 0.0956 

sum.vsize 
Validation 0.0164 0.0879 

Test 0.0188 0.0944 

sum.nVin 
Validation 0.0163 0.0879 

Test 0.0187 0.0943 

 

The MSE and MAE of the ANN model which learned the 
selected feature by applying the Pearson correlation analysis 
showed that the larger the value of the Person correlation 
coefficient, the smaller it was. The MSE and MAE values of 
the ANN model applying by selecting sum.nVin, which is 
the feature with the largest Pearson correlation coefficient, as 
the learning feature is the smallest. Therefore, it is concluded 
that feature with a large number of the Pearson correlation 
coefficient values derived from applying the Pearson 
correlation analysis is feature appropriate for learning of the 

ANN model, rather than a feature with the Pearson 
correlation coefficient value close to zero. 

Table 6. Performance of ANN model with the Spearman correlation 

analysis 

Feature 
Learning 

Phase 
MSE MAE 

min.sum.vin 
Validation 0.0199 0.0986 

Test 0.0225 0.1071 

std.min.vout 
Validation 0.0200 0.0991 

Test 0.0226 0.1077 

avg.avg.vout 
Validation 0.0200 0.0990 

Test 0.0226 0.1075 

std.nVout 
Validation 0.0201 0.0992 

Test 0.0227 0.1077 

sum.nVout 
Validation 0.0177 0.0887 

Test 0.0201 0.0956 

sum.nVin 
Validation 0.0163 0.0879 

Test 0.0187 0.0943 

sum.vsize 
Validation 0.0164 0.0879 

Test 0.0188 0.0944 

 

The MSE and MAE of the ANN model which learned the 
selected feature by applying the Spearman correlation 
analysis showed that generally the larger the value of the 
Spearman correlation coefficient, the smaller it was. 
However, sum.vsize, which is the feature having the largest 
Sperman correlation coefficient value, the mse and the mae 
were little higher than sum.nVin. The learning features 
similar to the Pearson correlation analysis were selected, but 
the relationship between the Spearman correlation coefficient 
and the mse and mae of the ANN model is relatively 
irregular. As a result of applying two correlation analysis 
methods, the Pearson correlation analysis is more suitable as 
a method of selecting learning feature of the ANN model 
which predicts the number of transactions contained in the 
Bitcoin block and sum.nVin is the best feature that can be 
used for the ANN model to predict the number of 
transactions contained in the Bitcoin block. Finally, the ANN 
model with a sum.nVin learning feature was designed, and 
the prediction of ANN model test data is shown in figure 5.  

In figure 5, the red line indicates the number of actual 
transactions in the test set and the blue line indicates the 
number of predicted transactions. 

Figure 5. Prediction of the number of transactions contained in the Bitcoin 
block using ANN Model 
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Figure 6. Prediction of the number of transactions contained in the Bitcoin 
block using LSTM model 

Unlike the ANN model, the LSTM model has many 
types of hyper-parameters that can be arbitrarily set. The 
hyper-parameters of the LSTM model are simply constructed 
as shown in Table 7 to maximize the influence of the 
learning features on the LSTM model. 

Table 7 Hyper-parameters of LSTM model 

Hyper-Parameter Method / Value 

Sequence Length 3 

The number of hidden Units 1 

Loss Function MSE / MAE 

Optimizer Adam 

 

LSTM The results of the performance of the LSTM 
model are shown in Table 8, 9. 

Table 8. Performance of LSTM model with the Pearson correlation analysis 

Feature 
Learning 

Phase 
MSE MAE 

avg.nVout 
Validation 0.0219 0.0829 

Test 0.0251 0.0900 

sum.std.vin 
Validation 0.0204 0.0872 

Test 0.0235 0.0899 

avg.fee 
Validation 0.0219 0.0872 

Test 0.0251 0.0950 

sum.nVout 
Validation 0.0130 0.0827 

Test 0.0154 0.0891 

sum.vsize 
Validation 0.0130 0.0823 

Test 0.0154 0.0891 

sum.nVin 
Validation 0.0130 0.0823 

Test 0.0153 0.0889 

 

Table 9. Performance of LSTM model with the Spearman correlation 

analysis 

 

Overall, the performance of the LSTM model outperforms 
that of the ANN model. Especially, when sum.nVin was 
selected as a feature, the LSTM model shows about 0.003 
lower MSE score and 0.005 lower MAE score than the ANN 
model. The MSE of the LSTM model obtained by applying 
the Pearson correlation analysis was smaller as the value of 

the Pearson correlation coefficient was larger. However, the 
MAE is irregularly relationship to the Pearson correlation 
coefficient as compared with the MSE. Spearman analysis 
showed a similar tendency to the experiment of the ANN 
model. As a result, sum.nVin is a learning feature that shows 
the best performance in ANN and LSTM models and 
Pearson correlation analysis is more accurate in selecting 
features of machine learning than Spearman correlation 
analysis. Finally, the LSTM model with a sum.nVin learning 
feature was designed, and the prediction of LSTM model test 
data is shown in figure 6. The attributes in figure 6 match 
figure 5. 

 

V. CONCLUSION 

In this paper, we propose a learning feature selection 
method of a machine learning model to predict the number of 
transactions contained in the Bitcoin block, which is an 
important factor in the Bitcoin network. We statistically 
processed Bitcoin block data to collect 84 Bitcoin statistical 
features and performed two correlation analyzes. The 
validity of the proposed method is verified through 
experiments of the ANN model and the LSTM model. Future 
research will investigate various correlation analysis methods 
other than the two correlation analyzes, and then apply 
correlation analysis to experimental data to find learning data 
appropriate for machine learning. Finally, we will design a 
sophisticated machine learning model that predicts the 
number of transactions contained in the Bitcoin block. 
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