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Abstract— Wireless sensor network protocols are mostly
designed with each node independently processing dn
transmitting small amount of data to base station.Thus, they
may be unsuitable for some applications, such asrgget tracking.
In this kind of application, it requires data from many nodes to
track target accurately. Hence, transmitting such érge data
directly to base station is not efficient. It can ause contention,
collision, and reduced performance of the whole netork. Thus
local collaboration among nearby nodes is necessary

In this paper, the protocol that helps manage theatlaboration
among neighbor nodes is proposed. This protocol isamed
managing collaborative protocol (MCP). Based on the
modification of TTDD, its design goal is to reduce tb overhead
of cluster formation. Compared to both DCTC and BACKOFF,
using ns2, MCP reduces the number of transmissionglelivery
success rate is higher, and area coverage of theeavis better.

l. INTRODUCTION

Manufacturing technology of electronic devices imy@s
at a tremendous rate. As a result, sensor nodesnare
capable and consume less energy. However, sender stiti
cannot harvest energy directly from environmenter€fore,

reduce flooding, since the grid size of GAF depeodsthe
sending range, thus if the sending range is shorthe
detection area is large, the number of packets instmming
cluster is high, causing increased collision angeexliing
more energy.

From the above mentioned problems, this paper pepto
improve the cluster forming for collaborative presig.
Based on the modification of TTDD, nodes can calt@ithe
position of grid head without needing any additiopacket
except hello packet. Sensor node that is closakiggosition
is grid head. There may be more than one grid hé&tken
sensor node detects event, it sends informatioeocloset
grid head. After that, all grid heads start the cpss of
forming cluster by electing cluster head. Clusteaidthen has
the responsibility to coordinate collaboration aigpogrid
heads and summarize the report of target locatiomase
station.

From the simulation result using ns2, it is fouhdttMCP
consumes less energy than DCTC about 19.76% ihathe
detecting area. When detecting area is small, Mgrerads
energy about the same as DCTC. In addition, itsecme

energy consumption must be taken in to account wherarea is higher than DCTC. BACKOFF [4] has lower tcoin

designing protocol for sensor nodes. Thus, it efgrable to
design protocol that can manage collaboration aaldrice

packet transmission. The number of packet droptsslower.
In this paper, the modification of TTDD for clustneation

energy utilization among sensor nodes to achieve this described in Section 2. The detail operationMgP is

objective of the application.

explained in Section 3. Section 4 shows the resnid

Related works are summarized here. In UW-API [1d an compare with other protocols. Finally, the conausis given

Dynamic Clustering [2] both use collaboration. Heee
they both have shortcomings. That is, each nodespesific
role: cluster head and ordinary node. Althoughsikasy to
form cluster, once deployed, node cannot changeoits.
Thus if anything happen to cluster head, that paldr cluster
lose communication with the rest. In BACKOFF [4king
broadcast, the formation of cluster is achieved:bgtention
among neighboring nodes. However, there may bertany
cluster heads created; Data sent to base statothan in a
great amount. And it can expend too much energyefbase
station is far away from the detecting area. Moezaf the
communication range is low or few sensor nodesirartne
area, then its effectiveness is affected.

Assuming all nodes are ordinary, DCTC effectivetgate
cluster by using GAF [6] to limit the number of rezdused in
forming cluster. However, due to its use of floagirthe
number of collisions increases. Even though it US&§ to

in Section 5.

II.  THE MODIFICATION OFTTDD

The details of TTDD operation can be found in [1Dhe
main different features are summarized as showrabie 1.

Table 1. The main different features of MCP andDrl

Features MCP TTDD

Grid Intersection Globally created Created forhesmurce

Balance Energy Rotating by time Based on positisensor

Cluster Head Contention Mechanism| No Cluster Head

Path Building Only in cluster Between sink and sote

Collaboration Exist in one cluster No
Tracking Yes No
Aggregation Yes No
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Ill.  THE OPERATION OFMCP PrROTOCOL

Sensor nodes that detect the event are source.rddde
that collects data from sensor nodes within thd gicalled
“Grid Head.” And sensor node that collects all daten grid
heads is called “Cluster Head.” Each sensor node e
source, sink, grid head, or cluster head. Thus,nwhser
wants to know the data of interest event, the siodéte is set
to broadcast event interest to sensor nodes. $rptper, base
station is assumed to have unlimited power supghy can
communicate with every sensor node in the wholevoek
[8]. By this assumption, each node knows the dastin
location, and event to detect. When sensor nodesctdthe
event, all data are then sent to grid head. Aftet, tgrid head
collects and summarizes all raw data and transndluster
head. Cluster head then summarizes all data retdroen
every grid head and then send to base station.rigtigo in
forming grid head, cluster head, and path to ciusted is the
main work and contribution of this paper.

A. Data Component of the sensor nodes.

In each sensor node, it deals with two types of:.datent
detection data, and route selection data. Datadtat each
sensor node are node ID, positiony), grid ID, neighbor list
information, e.g., neighbor node position, node
information about destination node, e.g., destimathode
position, event to detect, and information of custead, such
as grid ID it resides, energy level sensed by elusiead,
position, and the priority rank of being clusteate

ID,

B. Type and Component of Packets.
Packets used in selecting path are three typeslasb

1. Hello Packet. This packet is 18 bytes in size. It
consists of packet type, sensor node number,
position. By sending hello packet, node can know

about its neighbor nodes within communication

range. When node receives the hello packet, it

updates its own table.

C. Algorithm of Cluster Formation.

C.1 Cluster Forming Process

To form the cluster, each sensor node in the datgerea
needs to have the ID and position of neighboringeso Thus
every sensor node identifies itself by sendingdchpéicket and
then extracts all information of its neighbors fronello
packets received. In this paper, the grid is coeétteoughout
the whole network. Grid intersection is assignedb# the
point where Grid Head resides. However, due to the
irregularity of the network, node that is closestthe grid
intersection is the Grid Head. Grid intersectionn che
calculated using Equation 1 and 2. This grid irgetion is
global, since every sensor node also can calctitasegrid
intersection, if it has the same referred positeond time.
Therefore, when target enters the network area smméor
node can detect it, sensor node then locate itdetfet to
which grid head. After that, it sends data to thatd head
using Greedy Forwarding [7]. When there are no rottueles
closer to grid intersection than itself, then thate is grid
head.

1)
)

X =ixa+p,

y, = jxa+p,
wherex andy are the coordinate of grid head,s the grid
size, andg, and g, are the timers used to rotate grid head to

avoid overload. Both can be calculated using Equa8) and
(4), respectively.
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2. Control Packet. There are two types. First type is X e |
used to announce current cluster head. This packePefore changing position in each round. In sendmgach
contains type of packet, grid number it belongs to, 91id head, grid head number is not used since it loa
energy detected, cluster head rank. Second type ighange_d. Instez_id, grid head is referred to as rgridber as
packet sent by cluster head to grid head node. Thig$hown in Equation (5).
is to ask that grid head to be new cluster head. It
consists of type of packet, grid number intended, .
and the rank of cluster head. GID =i X( .

3. Data Packet. There are two types of data packet.

whereGID is grid numberMAXXis the network size in x-

First, it is raw data. This data is detected byssen . . A
» axis andu is the grid size.

node and sent to grid head. Its component consist

of type of packet, position of node able to detect . . . -
event, energy level detected, type of signal, and As can be seen, the grid head is easily establishidut

detection time. Second is the processed data. Thefending any control packets. However, target mawemo

grid head send this processed data to cluster hea% roughout several grid areas, this cause many kyeiids
And cluster head summarizes and finally send toP€ing created. These grid heads then each sendalatse

base station. The processed data contains type oftation several times, wasting precious energytheur data

packet, node ID, sequence number, hop Countsreceived from sensor nodes within grid may be nfficent
type of detected event position and time of O process. Thus grid heads have to communicate eéth
detection. ' other to elect the cluster head responsible toaboHative

processing of the event.
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Therefore, when grid head received data from semsdes
in its own grid area, if it does not have informatiof who is
the cluster head, it establishes itself as cluséad and then
informs its neighbor nodes. When there are segidlheads
contend for cluster head, only grid head neareshd¢oevent,
judged on the detected energy, can be the clustat.ICluster
head contention is only carried out by grid heabte ao
detect the event; others ignore this contention.

C.2 Cluster Maintenance

When the cluster head election process is complétathy
be possible that, if there is other detectionseotirid heads
outside the cluster detect the event and proclaemselves
as cluster head. To prevent this circumstance, lge@ds in
the current group store the Time Stamp of clusteadh
election, to show the duration the group is creafBlus,
when new grid head announces itself as cluster,haad
when the grid head that are in the current clugteeive this
packet, it can find out that the new cluster head hewer
time stamp, then it will send out to this new peieied
cluster head to inform of the current cluster head.

After the cluster head has reported data to bees@orst
target may move out of its current position andl ¢read that
resides out of this cluster can detect the targdt establish
itself as cluster head again. To prevent this lohgroblem,
current cluster head will predict the location afget using
[11] and identify the grid head that likely detetiss target.
Then it sends packet to inform the identified drghd of the
current cluster head before the target enteringghd area.

C.3 Target Tracking and Cluster Head Rotating

When cluster head evaluates that the position eftanget
is farther than the specified distance, causingdh#a be sent
over long distance before reaching cluster heasderids out
packet to inform the grid head closet to the tasget ask it to
be the new cluster head. When that grid head ascépt
announces this to all grid heads.

IV. SIMULATION RESULTS

In this section, the effectiveness in forming ausin
wireless sensor network is presented. Comparisomade
with BACKOFF[4] and DCTCI[5] with prediction basead
localized reconfiguration. Using ns-2, the inteeelsmetrics
are:

1. Average energy used by sensor nodes

2. The number of Cluster Head created. If this nuniber

high, it wastes too much energy sending data te bas

station. And if the base station is distant, it raggtes

the energy usage. Furthermore, its coverage peigent

low.

3. Percent coverage. The ratio of the number of nodes

belonging to cluster to the total number of nodet t

4. The number of control packets. This is the numider o
packets used in forming the cluster.

5. The total number of packets sent. This includes dat
packet, raw data, control and others. If this numbe
high, the energy is also highly expended. Also the
number of contentions is high, causing high cahisi

6. The number of drop packets. This is the total drop
packets in the whole network.

Simulation environment: The area of detection istsebe
1000x1000 rh The number of nodes is 400. Node
distribution is random. Energy model in [12] is dse the
packet transmission. Data transmission model usentE
Radius Model (ER) [9]. Target is randomly origiratae the
whole network area. Target can move randomly with t
maximum speed of 5 m/s.

The experiment is set to test the algorithm byirsgtthe
communication range of node to be 100, 150, 254, 200
meter. There is only one target present at any.tirhe event
size is 500 m. The grid size of MCP is 200 and 500
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Figure 1. The number of Cluster Head Created famev
size 500 m.
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can detect event. If the number of members is high, Figure 2. Percent Coverage for event size 500 m.

then the data needed for processing are largdtingsu
in better quality data and higher accurate

From Figure 1, which shows the number of clusteadise
created, it can be seen that BACKOFF has the highasber
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of cluster heads. This is due to the fact that BAEIK uses
only transmission range in forming cluster. If tmEnge is
short, the number of cluster heads created is iheneased.
This fact also affects the percent coverage iniei@y which
can be seen that BACKOFF has very low percent cmeer
For DCTC, the percent coverage is 65 %, while M@PB the
highest coverage.

In Figure 3, the energy usage of DCTC is highestng to
its uses of flooding. Also, since the communicatiange is
shorter than the detection area, thus the humbgridtheads
is high. In the case of MCP with 500m grid sizes #nergy
usage is high in the short transmission range. réason for
this is that when its sending range is short, @dsemultiple
hops before it reaches grid head. When the randarger,
MCP 500m grid size consumes less energy than DGXC.
the range size of 300m, MCP expends energy 19.%6% |

than DCTC. BACKOFF, in this case, consumes aboat th

same amount of energy as MCP. But from Figurerigesthe
number of cluster heads is highest, it should cowsitigh
energy, too. This is because in this experimerd, dize of
network is not large. The size cannot be set lagmause the
memory limitation of ns2. If the distance betweérster head
and base stations is close, energy usage themvisSimce it
sends raw data directly to base station, when #se Istation
is near, it takes less energy. On the contrarycesiother
protocols need to send data to cluster head, gwoes more
energy. Moreover, BACKOFF does not have targetktrag
thus it can avoid sending large number of contealkets.
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Figure 3. The energy used per node for event 19en5
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Figure 4 shows the number of control packets. MG w
larger grid size requires less control packets ibumay
increase the distance of data transmission andiétection
range. BACKOFF has the number of control packegdi
than MCP, with 500m grid size, about 13.7 times.

Figure 5 shows the total number of packets sennwhe
target range is 500 m.. It can be seen that DCT i high
number of packets sent. This is because nodes toesend
packets to cluster head. While MCP collect datat fand
summarize before sending to grid head. Thus thebeuraf
packets sent is lower. And if the grid size is teet large, it

increases the distance the data need to travetdoefaching
cluster head, thus wasting high energy.
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Figure 4. The total number of control packets $enevent
size 500 m. and 400 nodes.
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Figure 5. The total number of all packets sentefeent size
500 m. and 400 nodes.
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Figure 6. The total number of drop packets for ¢\sire
500 m. and 400 nodes.
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Figure 6 shows the total number of drop packetseimvork
for the same target range. It can be seen thatD6HC and
BACKOFF has high number of packets dropped. This is
because the use of broadcast, causing high colligind this
collisions highly depends on the transmission dista If the
distance is high, the probability of collision is@ high. For
MCP, since it uses unicast and the total numbegragkets is
low, thus the number of collisions is low, independ of
communication range of sensor node. However, wh&PM
grid size is large, the drops will increase slightThis is
because of the distance it send is far and thesrmEsion
range is low, causing multiple hops needed. Thesditops
are higher.

V. CONCLUSIONS

Energy usage is the main concern for wireless senso

network. Thus if sensor nodes send data directlybdee
station, it wastes too much energy. Using collatimnacan
help reduce energy consumed. However, the overloéad
creating cluster may be high. In this paper, therbsad
reduction is main focus. From the experiment, iveh that
the energy usage in MCP is 19.76% less than DCTd. the
number of control packets required to build clugterery low,
resulting in low collision. In addition, the expeent result
shows that the transmission range has less impadtiOP
than DCTC and BACKOFF.
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