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Abstract—This study proposes a setting method of
the important parameter which influences the optimization
ability on an Independent-minded Particle Swarm Opti-
mization (IPSO). The proposed parameter is a linear func-
tion proportional to the simulation step. We confirm that
although it is very simple and does not need additional pa-
rameters, the proposed IPSO obtains better results than the
standard PSO and the conventional IPSO, for the multi-
modal functions. From these results, we do not need com-
plicated settings of the parameters and can easily use the
IPSO.

1. Introduction

Particle Swarm Optimization (PSO) [1] is an optimiza-
tion algorithm based on a swarm intelligence. Multiple
solutions called as “particle” search the optimum solution
with flying around search space. Since each particle flies
toward its personal best positionpbestand the best position
among the whole swarmgbest, all the particles of the stan-
dard PSO are fully-connected and always influence each
other.

On the other hand, various topological neighborhoods
for PSO have been considered [2–6]. In these papers, each
particle shares its best position among neighboring parti-
cles on the network. It is an application of the network
topology to the particle swarm, and investigations of the
suitable network for PSO have attracted attention in these
years [7,8].

Our previous study has proposed a novel application of
the complex network to PSO; an Independent-minded Par-
ticle Swarm Optimization (IPSO) [9]. The most important
feature of IPSO is that it is decided stochastically that each
particle depends ongbestor becomes independent from the
swarm and moves depending only onpbest. In other words,
the particles are not always connected each other, and they
act with self-reliance. IPSO was applied to various prob-
lems, and it has been confirmed that IPSO is effective
for complex problems with numerous local optima [11].
Meanwhile, a cooperativeness coefficientCp , which is the
independence probability of the particles, is the important
parameter and influences the performance of IPSO, and it
needs careful setting depending on problems.

This study proposes a setting method of the coopera-

tivenessCp in IPSO. The proposedCp is a linear func-
tion proportional to the generation step and does not need
additional parameters. We apply the IPSO using the pro-
posedCp to various benchmark problems used widely in
the literature, and we confirm that the proposed method can
obtain better results than the conventional IPSO usingCp
set carefully. In addition, we carry out simulations with
changing maximum simulation steps and investigate effec-
tiveness and robustness of IPSO with the proposedCp.

2. Independent-minded Particle Swarm Optimization
(IPSO)

In the algorithm of the PSO, multiple potential solutions
called “particles” coexist. Each particlei (i = 1,2, · · · ,M)
has two information; position and velocity, represented by
Xi = (xi1, · · · , xid, · · · , xiD) andV i = (vi1, · · · , vid, · · · , viD)
(d = 1, 2, · · · ,D), respectively. At each time step, each par-
ticle flies toward its own past best position (pbest) and the
best position among all particles (gbest). In other words,
they always influence each other. On the other hand, the
particles of IPSO have independence, thus, it is decided
stochastically whether they are connected to others at ev-
ery step. In other words, they are not always affected by the
swarm and theirpbestdoes not always affect the swarm.

2.1. Algorithm of IPSO

(Step1) (Initialization) Let a generation stept = 0.
Randomly initialize the particle positionXi (Xi ∈
[xmin, xmax]D), initialize its velocityV i to zero, and initial-
ize Pi = (pi1, pi2, · · · , piD) with a copy ofXi . Evaluate the
objective functionf (Xi) for each particlei and findPg with
the best function value among all the particles.
(Step2) Decide whether each particlei is connected to
the others according to randi which is a random number
(∈ (0,1)) for the particlei. If randi ≤ C, the particle i is
connected to other particles. If not, the particle i is iso-
lated from the swarm, then, it and others do not affect each
other. Cpis a constant cooperativeness coefficient which
is the independence probability of the particles.
(Step3)Evaluate the fitnessf (Xi) for each particlei. Up-
date the personal best position (pbest) asPi = Xi if f (Xi) <
f (Pi).
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(Step4)Let Pl represents the best positionlbestwith the
bestpbestamong particles being connected to others. Up-
datelbestPl = (pl1, pl2, . . . , plD) according to

l = arg min
i

f (Pi), randi ≤ Cp. (1)

In other words, even if thef (Pi) is the minimumpbest
among all the particles,lbestis not updated ifi is not con-
nected to others.
(Step5)UpdateV i andXi of each particlei according to

V i(t + 1) =


wV i(t) + c1r1(Pi − Xi(t))

+ c2r2(Pl − Xi(t)), randi ≤ Cp

wV i(t) + c1r1(Pi − Xi(t)), randi > Cp

Xi(t + 1) = Xi(t) + V i(t + 1) (2)

wherew is the inertia weight determining how much of the
previous velocity of the particle is preserved.c1 and c2

are two positive acceleration coefficients, generallyc1 =

c2. r1 and r2 ared-dimensional uniform random number
vectors fromU(0,1). These equations mean that whether
each particle is affected bylbestis decided at random with
the cooperativenessCp. WhenCp = 0, all the particles
move depending only on ownpbest, and whenCp= 1, the
algorithm is completely the same as the standard PSO.
(Step6)Let t = t + 1 and go back to (Step2) ift has not yet
reached the maximum generation step.

2.2. Influence of CooperativenessCp on optimization
performance

In order to investigate the influence of the cooperative-
nessCp on optimization performance, our previous study
applied various benchmark problems containing unimodal
functions and multimodal functions. In the results with
variousCp, Cp = 1.0 obtained the best result on the uni-
modal function. In contrast, on the multimodal function,
IPSO obtained more effective results when the particles
were little affected bygbest, than in case of fully-connected
(Cp= 1.0). Furthermore, it was clear that IPSO is effective
method for the multimodal functions. On the other hand,
because the results depend on the kind of problems, it is
important to set the value ofCp appropriately.

3. Consideration of appropriate value of Cooperative-
nessCp.

This study proposes the setting method of appropriate
CooperativenessCp in IPSO. From characteristics of IPSO
described by Eq. (2), we consider relationship betweenCp
and the performance as follows.

Small Cp:
Searching ability around eachpbestbecomes high because
the particles are attracted only topbest. Diversity is high.
Large Cp:
Searching ability around eachlbestbecomes high because
the influence oflbestgrows. Diversity is low.

From these reasons, in early stage of the simulation, it is
effective to grow the diversity (as smallCp) because global
search is efficient. In contrast, in late stage of the simu-
lation, it is effective to increase the convergence speed by
growing the searching ability aroundlbest(as largeCp).

Based on these considerations, we define the Coopera-
tivenessCp as following equation.

Cp(t) =
1
T

t, (3)

This is a linear function proportional to the generation step,
and although it is very simple and does not need additional
parameters, it satisfies the consideration described above.

4. Simulation experiments

In order to investigate the proposed CooperativenessCp,
we apply it to four benchmark problems summarized in Ta-
ble 1. f1 is an unimodal function, andf2– f4 are multimodal
functions with numerous local minima. The optimum so-
lution X∗ of all the functions are [0,0, · · · ,0], and its opti-
mum valuef (X∗) is 0. All the functions haveD variables,
in this study,D = 30. The proposed IPSO is compared with
the standard PSO and IPSO. For all PSOs in all the simula-
tions, the population sizeM is set to 36, and the parameters
are set asw = 0.7 andc1 = c2 = 1.6. The Cooperativeness
Cp of the conventional IPSO are set asCp = 1.0, 0.6, 0.4
and 0.06 which are appropriate values forf1, f2, f3 and f4,
respectively [10]. The maximum generation is set at 3000,
and the results are evaluated in an achievement rate of the
criterion attainment over 100 trials.

Table 2 summarizes the mean fitnessf (Pg), the best fit-
ness and the achievement rate[%] of the standard PSO, the
conventional IPSO (const.Cp) and the proposed IPSO
(time-variableCp). We can see that in the unimodal func-
tion f1, the standard PSO, which is exactly same as IPSO
with Cp = 1, obtained the best result. However, since the
proposed IPSO also obtained the perfect achievement rate,
it can obtain enough result as the optimization result. In
the results of the multimodal functionsf2 and f3, because
PSO using the time-variableCp obtained the best results,
we can conclude that the linear function proportional to the
simulation step is effective setting method of the Cooper-
ativenessCp. We do not need complicated settings of the
parameters which influences the optimization performance,
then we can easily use the IPSO by using the time-variable
Cp. In addition, because IPSO with time-variableCp can
obtain better results than IPSO with the constantCp care-
fully set, it is effective for escaping from the local optima
to varyCpduring the simulation.

Next, Fig. 1 shows convergence of three PSOs. We can
see that IPSOs obtained better results than the standard
PSO, on the multimodal functions, and IPSO with time-
variableCpconverged with same speed as the conventional
IPSO. From these results, we can conclude that the pro-
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Table 1: Four Test Functions.
Function name Test Function Initialization Space Criterion

Sphere; f1(X) =
D∑

d=1

x2
d, X ∈ [−5.12,5.12]D, 0.01

Rastrigin; f2(X) =
D∑

d=1

(
x2

d − 10 cos(2πxd) + 10
)
, X ∈ [−5.12,5.12]D, 50

Ackley; f3(X) =
D−1∑
d=1

(
20+ e− 20e−0.2

√
0.5(x2

d+x2
d+1)

−e0.5(cos(2πxd)+cos(2πxd+1))
)
, X ∈ [−30,30]D, 1.0

Stretched V; f4(X) =
D−1∑
d=1

(x2
d + x2

d+1)0.25
(
1+ sin2(50(x2

d + x2
d+1)0.1)

)
, X ∈ [−10,10]D 10

Table 2: Comparison results of 3 PSOs on 4 test functions. IPSO usedCp = 1.0, 0.6, 0.4 and 0.06 for f1 f2 f3 and f4,
respectively.

f PSO
IPSO IPSO

(const.Cp) (time-variableCp)

f1
Mean 3.38e-48 5.10e-50 1.77e-26
Min 2.39e-57 1.44e-55 9.62e-29

Achievement 100% 100% 100%

f2
Mean 63.40 39.83 34.92
Min 34.82 14.92 15.92

Achievement 37% 89% 95%

f3
Mean 73.14 12.84 9.02
Min 5.16 4.09e-11 5.24e-14

Achievement 0% 52% 32%

f4
Mean 21.76 9.36 7.01
Min 6.27 2.37 0.80

Achievement 6% 62% 79%

posed IPSO can realize the searching ability of the conven-
tional IPSO.

5. Conclusions

This study has proposed the setting method of the im-
portant parameter which influences the optimization abil-
ity on the independent-minded particle swarm optimization
(IPSO). The proposed parameter is the linear function pro-
portional to the simulation step. Although it is very sim-
ple and does not need additional parameters, the proposed
IPSO obtained better results than the conventional IPSO,
for the multimodal functions. We do not need the com-
plicated settings of the parameters and can easily use the
IPSO. By using IPSO, we can obtain significantly effective
performance, compared with the standard PSO.
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Figure 1: Meanf (Pg) of 100 trials, depending on the time stept. (a) Sphere function. (b) Rastrigin function. (c) Ackley’s
function. (d) Stretched V sine wave function.
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