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Abstract—Physical attacks are a serious threat for secure
embedded devices. Attacks based on analysis of electromagnetic
emissions of such devices have proven to be particularly danger-
ous, more than power-based analyses, as they can target even
small and specific portion of the chip. The electromagnetic waves
can be used effectively also as an active mean of attack, by
perturbing the secure computations. In this paper we report the
main results in the area, focusing in particular on active electro-
magnetic attacks. We conclude the paper reporting the current
works in the area of early estimation of EM vulnerabilities and in
the area of countermeasures, as example of promising directions
for future research.

I. INTRODUCTION

Embedded systems have evolved a long way since their
introduction. Modern embedded systems can be seen in wide
variety of applications, ranging from simple communication
devices, image or digital processing systems to complex
systems-on-chip (SoC). When such SoC are used in mission
critical applications like medical, automotive, defense etc,
a certain security requirement must be fulfilled. To address
these security needs, embedded systems use cryptographic-
cores implementing strong cryptographic algorithms, which are
considered mathematically secure. A possible example of these
algorithms is the Advanced Encryption Standard (AES [21]).

However, despite being mathematically secure, these
crypto-cores can be compromised by exploiting the weak-
nesses and the information leakage of their physical imple-
mentations. These attacks are called physical attacks and were
presented in the past in several variants, ranging from Side-
Channel Attacks (SCA) [7] to Fault Attacks (FA) [5]. Both
attacks are sufficiently powerful to allow the adversary to gain
complete knowledge of the secret key with reasonable time
and resources.

SCA are passive attacks that are based on the observation
of physical emanations of the system. The channel observed
is usually either the power consumed during the computation
of the cryptograpic routine (Power Analysis [17]), the electro-
magnetic field generated during the computation of the crypto-
graphic routine (Electro-Magnetic (EM) Analysis [1]), or the
time needed for the computation of the cryptographic routine
(Timing Attacks [13]).

These attacks are possible as the target embedded systems
are operating in a hostile environment. Thus, an adversary
in proximity of the target device can measure one or more
of these physical quantities and perform an analysis aimed
at exploiting the dependency between the measured quantity
and the secret key involved in to computation. During Side

Channel Analysis, often the successful attack is determined
when the maximum correlation between a predicted value
for the secret key and the collected physical quantity allows
distinguishing the correct hypothesis from the wrong ones. The
correlation is computed using statistical tools like covariance
(DPA [17]), correlation (CPA) [7]), and maximum likelihood
(Templates [8]).

Fault attacks instead are active attacks. They involve the
active tampering with the devices by injecting one or more
faults during the execution of a cryptographic algorithm and a
post-process analysis of the faulty output of the device. Several
techniques were presented in the past to inject the faults,
ranging from the variations of supply voltage, clock frequency,
temperature variation, to the irradiation of a laser/EM beam.
Possible effects are the computation of a wrong results or
the skipping of a crucial sanity check. Both the effects can
be exploited to compromise the security of the device. For
instance, from the knowledge of one or multiple pairs of
correct and faulted ciphertext, it is possible to build an attack
which exploit the differences between the pairs: this attack is
called Differential Fault Analysis [5] (DFA).

Electromagnetic emission can be exploited in both types of
attacks: passive side channel as well as active fault attacks. In
side channel attacks, EM measures are usually more targeted
than the general power supply, thus, for certain devices,
EM attacks might be easier to be carried out compared to
power analysis. In fact, unlike EM which requires only a
careful placement of antenna in proximity of the device, power
measurement would often need also modification to the supply
line or to the ground line of the device.

Electromagnetic glitches were also demonstrated to be a
suitable and reliable way to induce fault into devices. In fact,
variation of clock, voltage or temperature, can only create
global faults. Laser beams are capable of localized fault injec-
tion, but they require the decapsulation of the device which is
an expensive and error prone process. Electromagnetic glitches
instead can be used to inject both localized and global faults
and they generally do not require decapsulation of the target.

Despite this amount of previous works, several research
problems are still open, ranging from tools for early assess-
ment of EM resistance, to more effective countermeasures
and improved attack techniques. This paper focuses on active
electromagnetic attacks and aims at providing an overview of
the main research topic carried out in the area.

The rest of the paper is organized as follows. Section II
introduces the EM attacks. Section III and Section IV details
the state of the art of fault attacks using EM as a single pulse
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and harmonics respectively. Countermeasures proposed so far
are discussed in Section V.

II. OVERVIEW OF ELECTROMAGNETIC ATTACKS

Each movement of an electric charge produces an elec-
tromagnetic field. Also, any electromagnetic field interacts
with surrounding charges. These effects can be exploited
maliciously to attack electronic devices which are comput-
ing cryptographic algorithms mainly in two ways. The first
malicious exploitation is passive and it is based on the fact
that the characteristics of the electromagnetic field generated
by the current flowing in an electronic device depend on the
computation being carried out. Thanks to this, the electromag-
netic field can be analyzed and exploited to gain information
on the secret key, as it is done in other side channel attacks.
These attacks passively exploit electromagnetic emanations
and are called Electro Magnetic Analysis (EMA) [22], [14],
[1]. They are more powerful compared to power analysis
attacks as they can target specific and tiny areas of the chip, and
because electromagnetic emissions are usually carrying more
than one exploitable information. However, the equipment
used for mounting EMA can be much more expensive than
the one usually used to carry out attacks based on power
consumption; in particular, the probe plays a fundamental role
in the success of the attack. Similarly to power analysis, the
most popular attacks which passively exploit the emission of
electromagnetic waves are SEMA (Simple EMA), in which
the adversary attempts to extract secret information from a
single EM sample, and DEMA (Differential EMA), in which
statistical tools are used to analyze and correlate multiple traces
with the secret information.

The second malicious exploitation is active and requires to
generate an electromagnetic field capable of interacting with
the currents flowing in the target electronic devices, being it
an embedded processor, an ASIC or an FPGA. The sensitivity
of integrated circuits to near field injection has been largely
discussed in literature, showing, for instance, that dies and
bonding wires can be sensitive to both magnetic and electric
field [2]. In this case, near field electromagnetic radiations are
generated by an adversary to actively tamper with the circuit
to violate its correct operation conditions.

Depending on the type of the electromagnetic perturbation
which is generated, active EM attack can be divided into
transient pulses and harmonic emissions [11] attacks. Usually,
in the transient pulse attacks, the adversary inject a transient
and fast pulse which changes the signal or the power input and
produces a glitch with the goal of inducing a fault. During the
harmonic emission attacks instead, the adversary generates a
magnetic filed capable of directly affecting and controlling the
output of the circuits in order to reduce the security of the
target device. Successful attacks based on both the generation
of transient pulses and harmonics will be discussed in the next
session.

Figure. 1 depicts an example of a working EM attacks
station. The figure shows an electromagnetic probe placed
over a chip. The placement was carefully done after the most
suitable point of attack has been identified. In this example, the
point is the power distribution line, near a crypto-core which
computes the sensitive data.

Fig. 1. Side Channel Measurement using an EM probe for a crypto-core.

III. TRANSIENT PULSE ATTACK

In a transient pulse attack, the attacker aims at inducing a
fault or a misbehavior of the integrated circuit by generating
an electromagnetic pulse. An idealized setup for this attack is
depicted in Figure 2. The setup is composed by: a personal
computer, which controls the overall system and collects
the output of the chip; a pulse generator, which produces
the pulse which will be injected into the target chip; an
electromagnetic probe mounted on top of an X Y Z stage,
which, in order to allow an easy positioning of the probe
is usually motorized; and, finally, by the chip under attack,
which will produce a faulty output after the injection of the
proper pulse. Transient pulse attacks were used in the past to
successfully attack software and hardware implementations of
the Advanced Encryption Standard [12], [9], [11], as well as
of software implementations of the RSA algorithm based on
the Chinese Reminder Theorem [24].
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Fig. 2. Idealized setup of a Transient Pulse Attack comprising a personal
computer, a pulse generator, an electromagnetic probe, an X Y Z stage, and
the chip target of the attack.

An 8-bits AVR Atmega 128 micro-controller running the
AES algorithm was attacked by Dehbaoui et al. [11]. The
generator used to perform the attack is capable of producing a
pulse with a jitter lower than 50ps, a rising and falling transi-
tion time of 5ns, and an amplitude of the pulses ranging from
1V to 100V . The attack was carried out with a probe capable
of targeting very small parts of the target microcontroller. The
authors observed two possible faulty outputs: data dependent
(which change when the input given to the microcontoller
changes) and constant (the ones which, regardless of the
input given to the microcontroller, produce always the same
faulty output). The authors conclude the analysis showing the
suitability of the approach for inducing faults.

The same experimental setup was used for attacking a 128-
bit wide datapath AES accelerator implemented on an Xilinx
Spartan 3 FPGA [11]. In this case, the authors run several
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attacks on different areas of the chip and construct its fault
cartography, which report the number of most frequent faulted
bytes for each location. The authors support the hypothesis
that the faults induced by the pulse are timing violations.
This is explained by the fact that the EM pulse couples
with the supply and ground lines of the device, which lowers
locally the differential voltage supply, thus resulting in slower
performance of the logic gates.

Several experiments were also carried out on an ARM
Cortex processor, with the goal of characterizing the type of
faults which can be injected using electromagnetic pulses [20].
After a large campaign during which they varied the pulse
width and voltage, the authors showed that two types of faults
can be successfully injected into the microcontroller under
study: one instruction can be changed into another, and, when
loaded from the flash memory, a value of a data can be changed
into another. The reported experiments showed also that some
instructions or some registers are more vulnerable than others
to EM pulses. It is however important to underline that these
results are very dependent on the specific target device.

Also, Schmidt and Hutter [24] showed that is possible
to change both the program flow and the SRAM content on
the 8-bit microcontroller. The faults were injected while the
microcontroller was running a CRT-based RSA algorithm. The
EM pulse has been injected during the computation the Sq ,
while the Sp stayed untouched. Nevertheless, even this single
fault was sufficient to successfully factorize the signature
computation.

IV. HARMONIC EMISSION ATTACK

In a harmonic emission attack, the attacker aims at making
the device producing a controlled or biased output by injecting
a specific electromagnetic wave. An idealized setup is depicted
in Figure 3, and it is similar to the one previously discussed
for the transient pulse attack. Also in this case, the setup is
composed by a personal computer, which controls the overall
system and collects the output of the chip, an electromagnetic
probe mounted on top of a motorized X Y Z stage, and,
finally by the chip under attack. However, in this setup, the
pulse generator is replaced by an harmonic generator, which
produces the waves needed to bias the output of the device,
and the output of the target chip, in this case, will not be faulty
but biased according to the intentions of the attacker.
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Fig. 3. Idealized setup of an Harmonic Emission Attack comprising a personal
computer, a harmonic generator, an electromagnetic probe, an X Y Z stage,
and the chip target of the attack.

Most of the previous successful attacks based on harmonic
emission target random number generators based on ring
oscillators [18], [19], [4]. The goal, in this case, is either to bias
the source, or to reduce the entropy of the generated random
bit stream. Unlike pulsed attacks, harmonic injections provide

an additional amount of energy, which alters the behavior of
the targeted device; in order for the attack to be effective,
the target is usually analog logic, which explains why most
reported experiments target True Random Number Generators
(TRNG).

Markettos at al. [18], [19] attacked a TRNG based on
two ring oscillators by injecting a sine wave signal onto the
power pads of the integrated circuit. The wave was capable of
reducing the number of possible random values from 2

32 to
255.

Also Bayon at al. [4] focused on TRNGs based on ring
oscillators. They presented an attack which does not require
contact with the device, nor physical access to it. The output
of the TRNG is biased by injecting the electromagnetic signal
into the device itself rather than into the power supply pins.
The authors carries out experiments on TRNGs implemented
on FPGAs and they demonstrated the effectiveness of the
generated electromagnetic wave in controlling the behavior
of the ring oscillators. Exploiting this fact, they were capable
of biasing the output of a RNG composed of up to 50 ring
oscillators.

Sauvage et al. [23] demonstarted practical attacks on a
ASIC implementation of DES using EM harmonic injection.
Authors presented a methodology to charaterize and find the
optimal frequency for fault injections. Intentional electromag-
netic interference (IEMI) was also used to injection faults in
hardware implementation of block ciphers [16].

V. EARLY ESTIMATION OF VULNERABILITIES AND

COUNTERMEASURES AGAINST EMA

In this section we discuss the previous works on early
estimation of vulnerability of integrated circuits against EM
attacks and on countermeasures against EM attacks.

One of the main strength of EM-based attacks, in particular
the ones which aim at injecting a fault, was the lack of
methodologies and support to localize and identify vulnerable
parts of a chip before production, and thus apply the proper
countermeasures. To date in fact, the vulnerability analysis is
carried out after the chip has been fabricated, by repeatedly
injecting faults into the device by means of EM pulses. For
this reason, addressing the vulnerabilities of integrated circuits
against EM attacks is an expensive, tedious, and difficult task.

An interesting research direction for the early estimation
of vulnerabilities was presented by Alberto et al. [3]. The
estimation is carried out at design-phase and exploits the
potentialities of the CAD tools like Synopsis PrimeRail or
Magma BlastRail which are designed to carry out the IR
drop analysis. IR drop analysis allows to build a detailed
cartography in which the local voltage drop is estimated when
a certain switching activity of the device is assumed. The
dynamic IR drop analysis will then give the designer a margin
of tolerance, which indicates the minimum intensity of an EM
pulsed injection needed to successfully inject a fault into a
computation. This methodology, however, is not targeted at
harmonic injections.

Researchers also attempted to counteract EM attacks.
As the EM injection can easily bypass the metallic shield,
countermeasures are usually difficult to be implemented. An
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interesting countermeasure which offers resistance to EM-
based fault injection is random active shields [6]. Random
active shields circulate data on a shield of wires routed above
the circuit to be protected. The data are randomly generated,
and produced on the one side of the chip and read as well as
verified on the other. When a EM wave/pulse is inject into the
integrated circuit with the goal of producing a fault, it will also
affect the data traversing the shield. This, in turn will trigger an
alarm and start a recovery procedure. Another countermeasure
is based on the fact that pulsed EM injections can be modeled
as transient delay faults: the proposed countermeasure [10] is
based on configurable delay structures that would detect any
perturbation of the regular operating frequency.

As far as passive attacks are concerned, traditional
power attack countermeasures like masking [15] and dual-rail
logic [25] are often considered enough to counteract EMA.
However, this assumption has not yet carefully evaluated, and
might lead to security risks. In fact, although never been
demonstrated in practice, a careful and localized EM measure-
ments can distinguish masked data from mask computation
(when masking is used) or true network from false network
(when dual rail logic is used), leading to a successful attack.

VI. CONCLUSION

In this paper, we introduced active electromagnetic attacks.
We reported previous works which demonstrated how EM
pulses can be used to inject faults in embedded processors and
cryptographic cores, and we discussed the most recent results
obtained attacking ring oscillators. Finally, we highlighted the
current research efforts regarding early estimations of EM vul-
nerabilities and the countermeasures against them. We believe
that these last two research directions are very promising and
thus need to be further explored in the near future.
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