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#### Abstract

We construct optimum binary spreading sequences of Markov chains in terms of bit error probabilities in asynchronous spread-spectrum multiple-access (SSMA) communication systems based on discretized $\beta$ transformations. We also evaluate the normalized autocorrelation function for the optimum binary spreading sequences of Markov chains based on the discretized $\beta$ transformations. The experimental results of the bit error probabilities in the asynchronous SSMA communication systems using the obtained sequences agree with the theoretical estimations of the bit error probabilities based on the central limit theorem (CLT).


## 1. Introduction

Spreading sequences are a kind of pseudo-random numbers. It is one of the most crucial tasks in spread spectrum techniques to realize the optimum spreading sequences in terms of the performance of asynchronous spread-spectrum multiple-access (SSMA) communication systems where the sequences are used.

From the viewpoint of the performance of communication systems, it is bit error probabilities that are of the utmost importance as a measure of the reliability of the systems. The bit error probabilities in asynchronous SSMA communication systems were estimated by using Gaussian distributions whose variance was the average interference parameter (AIP) that was introduced by Pursley in [1] as a measure of the average signal-to-noise ratio (SNR) in asynchronous SSMA communication systems. This is the so called standard Gaussian approximation (SGA).

Chaotic spreading sequences are the sequences of pseudo-random numbers generated by one-dimensional ergodic transformations, which is one of the applications of Ulam and von Neumann's idea in [2]. It was found in [3] that a class of chaotic spreading sequences whose autocorrelations exponentially decay achieved a better performance in terms of the mean value of the AIP ${ }^{1}$ as compared to Gold sequences whose auto-correlations are like a delta function. This discovery created a revolution in de-

[^0]signing spreading sequences since sequences whose autocorrelations are like a delta function were commonly regarded as good sequences before the pioneering work. We note here that the chaotic sequences proposed in [3] are equivalent to the sequences generated by a class of Markov chains.

While Pursley defined the AIP as a measure of the average SNR in asynchronous SSMA communication systems, Yao pointed out in [4] that evaluations of bit error probabilities based on the SGA with the AIP were not valid for the systems with small numbers of users, low length of pseudonoise (PN) sequences, and high SNRs, which naturally posed the following questions: i) Why were evaluations of bit error probabilities based on the SGA with the AIP not valid for systems with small numbers of users and low lengths of PN sequences? ii) How can one give simple theoretical evaluations of bit error probabilities still valid for systems with small numbers of users and low lengths of PN sequences? These problems have often been discussed.

Motivated by the spreading sequences of Markov chains proposed in [3], we have studied to determine the optimum spreading sequences of Markov chains in terms of bit error probabilities in asynchronous SSMA communication systems. As a result of a series of studies [5]-[8], we have solved the above-mentioned Yao's questions completely in virtue of the central limit theorem (CLT) together with large deviations analysis.

We showed that the SGA with the mean value of the AIP for estimations of bit error probabilities in such systems was the 0 -th order approximation of the evaluation based on the CLT. As far as binary spreading sequences are concerned, correlational properties of the optimum spreading sequences in terms of the mean value of the AIP obtained in [9] coincide with the properties of the optimum sequences in terms of the bit error probabilities in the systems based on the CLT. We remark here that the result in [9] only gave correlational properties of the optimum spreading sequences. It did not tell us how to design the optimum spreading sequences in terms of the mean value of the AIP.

On the other hand, based on the CLT, we determined $k(\geq 2)$-state Markov chains generating $k$-phase spreading sequences that minimize bit error probabilities in asynchronous SSMA communication systems in [6]. Moreover,
we found a novel class of spreading sequences, namely the phase-shift-free $k(\geq 3)$-phase spreading sequences, and showed in [7] that the optimum phase-shift-free $k$-phase spreading sequences of Markov chains were superior to the optimum binary spreading sequences of Markov chains in terms of the bit error probabilities in the system based on the CLT.

Unfortunately, however, such existence of the optimum sequences was theoretically determined and confirmed by using the piecewise-linear Markov transformations with the help of Monte-Carlo simulations. In fact, the optimum sequences are not available for practical use like Gold sequences because the idea in [2] requires handling real numbers in its applications. More precisely, the round off errors due to the truncation of real numbers occurs while iterating the Markov transformations by using computers.

Under these unpromising circumstances, a breakthrough was made in [10], where Bernoulli transformations were suggested for SSMA communication systems. Inspired by the results in [10], we defined discretized Markov transformations and found an algorithm to give the number of fulllength sequences based on the discretized Markov transformations in [11].

In [12], we defined the piecewise-monotone-increasing Markov transformations, which included not only $k(\geq 2)$ adic transformations but also Markov $\beta$-transformations. Besides, without knowing the total number of full-length sequences based on the discretized piecewise-monotoneincreasing Markov transformations, we gave the bounded monotone truth-table algorithm for generating all fulllength sequences which were based on the defined discretized Markov transformations.

In this report, we construct optimum binary spreading sequences of Markov chains in terms of bit error probabilities in asynchronous SSMA communication systems based on discretized $\beta$-transformations.

## 2. A Realization of Markov Chains with Prescribed Correlation Properties Based on $\beta$-transformations

In terms of bit error probabilities in asynchronous SSMA communication systems, the optimum $k$ ( $\geq 2$ )-phase spreading sequences of Markov chains were determined in [7]. For the case where $k=2$, the optimum binary spreading sequences of Markov chains are characterized by the sequence $\left(Z_{n}\right)_{n=0}^{\infty}$ of $\{1,-1\}$-valued stationary Markov chains with $\mathbb{E}\left[Z_{n}\right]=0$ and $\mathbb{E}\left[Z_{0} Z_{\ell}\right]=(-2+\sqrt{3})^{\ell}(\ell \geq 0)$. For a random variable $Z$, we use $\mathbb{E}[Z]$ to denote the expected value of $Z$.

The correlation functions for sequences are measures of the similarity, or relatedness, between two sequences. Mathematically they are defined as follows.

Definition 1 The normalized cross-correlation function of time delay $\ell$ for the sequences $\boldsymbol{X}=\left(X_{i}\right)_{i=0}^{N-1}$ and $\boldsymbol{Y}=$ $\left(Y_{i}\right)_{i=0}^{N-1}$ over $\{1,-1\}$ is defined by $r_{N}(\ell ; \boldsymbol{X}, \boldsymbol{Y})=1 / N$.
$\sum_{i=0}^{N-1} X_{i} Y_{i+\ell(\bmod N)}$, where $\ell=0,1, \cdots, N-1$ and, for integers $a$ and $b(\geq 1), a(\bmod b)$ denotes the least residue of a to modulus $b$. If $\boldsymbol{X}=\boldsymbol{Y}$, we call $r_{N}(\ell ; \boldsymbol{X}, \boldsymbol{X})$ the normalized auto-correlation function, and simply denote it by $r_{N}(\ell ; \boldsymbol{X})$.

In order to construct the sequence $\boldsymbol{X}$ with $r_{N}(\ell ; \boldsymbol{X})=$ $(-2+\sqrt{3})^{\ell}$, we recall the notion of Perron numbers defined in [13] as follows.

Definition 2 The number $\lambda$ is a Perron number if i) $\lambda$ is a positive algebraic integer, and ii) $\lambda>|\mu|$ for all other algebraic conjugates $\mu$ of $\lambda$. We use $\mathbb{P}$ to denote the set of Perron numbers.

Let $A$ be a non-negative integral matrix. If $A^{n}>0$ for some positive integer $n$, then $A$ is called primitive, which is equivalent to irreducible and aperiodic. For an primitive matrix $A$, we use $\lambda_{A}$ to denote the Perron-Frobenius eigenvalue of $A$. Thus the Perron number is characterized by the following.

Theorem $1(\operatorname{Lind}[13]) \lambda \in \mathbb{P}$ iff $\lambda=\lambda_{A}$ for some primitive $A$.

For our purpose, since the correlation function in question has only one parameter, it suffices to consider $\lambda \in \mathbb{P}$ with degree 2 . The minimal polynomial of $\lambda$ over $\mathbb{Q}$ is defined by $f(t)=t^{2}-c_{1} t-c_{2}$ where $c_{1}, c_{2} \in \mathbb{Z}$. Its companion matrix of is given by $B=\left(\begin{array}{ll}0 & c_{2} \\ 1 & c_{1}\end{array}\right)$. Recall that the characteristic polynomial and the minimal polynomial of $B$ are equal to $f(t)$. In order to associate a $\beta$-transformation with $B$, in what follows, we assume $0<c_{2} \leq c_{1}$.

The adjacency matrix $A$ of the $\beta$-transformation $T$ associated with the above companion matrix $B$ is given by

$$
\left.A=\left(\begin{array}{ccc|ccc}
\overbrace{1}^{1} & \cdots & 1 & 1 & \cdots & 1 \\
\vdots & \ddots & \vdots & \vdots & \ddots & \vdots \\
1 & \cdots & 1 & 1 & \cdots & 1 \\
\hline \underbrace{1}_{c_{2}} & \cdots & 1 & 0 & \cdots & 0
\end{array}\right)\right\}{ }^{c_{1}+1} .
$$

For almost every $x$ in $[0,1)$, the $n$-th iterate $T^{n}(x)$, where $T^{0}(x)=x$ and $T^{n}(x)=T^{n-1}(T(x))$ for $n=1,2, \cdots$, together with a map $\Psi:[0,1) \rightarrow\{1,-1\}$ defined by $\Psi(x)=1$ if $x<c_{1} / \beta$ and $\Psi(x)=-1$ otherwise, generates a sequence $\left(Z_{n}\right)_{n=0}^{\infty}$ of $\{1,-1\}$-valued Markov chain by setting $Z_{n}=\Psi\left(T^{n}(x)\right)$. Thus we obtain $\mathbb{E}\left[Z_{0} Z_{\ell}\right]=$ $\{(\lambda+\bar{\lambda}) /(\lambda-\bar{\lambda})\}^{2}-4 \lambda \bar{\lambda} /(\lambda-\bar{\lambda})^{2} \cdot(\bar{\lambda} / \lambda)^{\ell}(\ell \geq 0)$, where $\bar{\lambda}$ is the algebraic conjugate of $\lambda$, the unique integral solution $\left(c_{1}, c_{2}\right)$ of an equation $-2+\sqrt{3}=\lambda / \bar{\lambda}=$ $\left\{c_{1}-\sqrt{c_{1}^{2}+4 c_{2}}\right\} /\left\{c_{1}+\sqrt{c_{1}^{2}+4 c_{2}}\right\}$ with $0<c_{2} \leq c_{1}$
is given by $c_{1}=c_{2}=2$. Eventually, we obtain the $\beta-$ transformation $T$ with $\beta=1+\sqrt{3}=\lambda$ which is the positive solution of $t^{2}-2 t-2=0$. The graph of $T$ is given in Fig. 1.


Figure 1: The $\beta$-transformation with $\beta=1+\sqrt{3}$.

Although we successfully obtain a sequence of $\{1,-1\}$-valued stationary Markov chain with $\mathbb{E}\left[Z_{0} Z_{\ell}\right]=(-2+\sqrt{3})^{\ell}(\ell \geq 0)$, we still have $\mathbb{E}\left[Z_{n}\right]=(\lambda+\bar{\lambda}) /(\lambda-\bar{\lambda})=1 / \sqrt{3} \neq 0$ since the stationary distribution of the chain is given by $\left(p_{1}, p_{2}\right)=$ $1 /(\lambda-\bar{\lambda}) \cdot(-\bar{\lambda}, \lambda)=1 /(2 \sqrt{3}) \cdot(-1+\sqrt{3}, 1+\sqrt{3})$, which is not uniform.

In the next section, without changing the realized correlational properties of the binary optimum spreading sequences of Markov chains, we transform the distribution ( $p_{1}, p_{2}$ ) of the sequences into the uniform distribution by virtue of sliding block codes.

## 3. A Realization of Markov Chains with Prescribed Correlation Properties with the Uniform Distribution Based on Discretized $\beta$-transformations

Let $\Sigma$ be a finite alphabet. The full $\Sigma$-shift is denoted by $\Sigma^{\mathbb{Z}}=\left\{x=\left(x_{i}\right)_{i \in \mathbb{Z}}: \forall i \in \mathbb{Z}, x_{i} \in \Sigma\right\}$ which is endowed with the product topology arising from the discrete topology on $\Sigma$. The shift transformation $\sigma: \Sigma^{\mathbb{Z}} \rightarrow \Sigma^{\mathbb{Z}}$ is defined by $\sigma\left(\left(x_{i}\right)_{i \in \mathbb{Z}}\right)=\left(x_{i+1}\right)_{i \in \mathbb{Z}}$. The closed shift-invariant subsets of $\Sigma^{\mathbb{Z}}$ are called subshifts.

We call elements $u=u_{1} u_{2} \cdots u_{n} \in \Sigma^{n}$ blocks over $\Sigma$ of length $n(n \geq 1)$. We use $\epsilon$ to denote the empty block. For a subshift $X$, we use $\mathcal{L}_{n}(X)$ to denote the collection of all $n$-blocks appearing in points in $X$. The language of $X$ is the collection $\mathcal{L}(X)=\bigcup_{n=0}^{\infty} \mathcal{L}_{n}(X)$, where $\mathcal{L}_{0}(X)=\{\epsilon\}$.

A shift of finite type (SFT) is a subshift that can be described by a finite set of forbidden blocks. For a given finite set $\mathcal{F}$ of forbidden blocks, we use $X_{\mathcal{F}}$ to denote the SFT.

The symbolic representation of $\beta$-expansions of real numbers with $\beta=1+\sqrt{3}$, which is realized by the iterates of the $\beta$-transformation $T$ shown in Fig. 1, is given by the SFT $X_{\mathcal{F}} \subset \Sigma^{\mathbb{Z}}$ where $\Sigma=\{0,1,2\}$ and $\mathcal{F}=\{22\}$. Its graph representation $G$ is given in Fig. 2 which also represents $T$.

Setting $G=G^{[2]}$, we obtain a sequence $\left(G^{[n]}\right)_{n=2}^{\infty}$ of higher edge graphs of $G$. For each $n \geq 2$, we use $H_{n}$


Figure 2: The graph representation $G$ of $X_{\{22\}}$.
to denote the Eulerian subgraph spanning $G^{[n]}$ with maximal number of edges, whose Eulerian circuits are the fulllength sequences based on the discretized $\beta$-transformation $T$ with $\beta=1+\sqrt{3}$. In Fig. 2, we see that $G$ is Eulerian. Thus we have $G=G^{[2]}=H_{2}$ in this case. In the Eulerian subgraph $\mathrm{H}_{2}$, we obtain a full-length sequence 001021120 for instance. The length $\left|\mathcal{B}_{n}\right|$ of full-length length sequences is given by $\left|\mathcal{B}_{n}\right|=\beta^{n}+\bar{\beta}^{n}(n \geq 2)$ in [14], where $\bar{\beta}=1-\sqrt{3}$, which is the algebraic conjugate of $\beta$.

Now we are in the position to construct the optimum binary spreading sequences of Markov chains based on the discretized $\beta$-transformations with $\beta=1+\sqrt{3}$.

A total order relation $\leq$ on $\mathcal{L}\left(X_{\mathcal{F}}\right) \backslash\{\epsilon\}$ is defined by the following: for any $u=u_{1} \cdots u_{m}(m \geq 1)$ and $v=$ $v_{1} \cdots v_{n}(n \geq 1)$ in $\mathcal{L}\left(X_{\mathcal{F}}\right), u \leq v$ if and only if

$$
\frac{u_{1}}{\beta}+\frac{u_{2}}{\beta^{2}}+\cdots+\frac{u_{m}}{\beta^{m}} \leq \frac{v_{1}}{\beta}+\frac{v_{2}}{\beta^{2}}+\cdots+\frac{v_{n}}{\beta^{n}} .
$$

For simplicity, we use $L$ to denote the length $\left|\mathcal{B}_{n}\right|$ of full-length length sequences. We define a block code $\Phi$ : $\{0,1,2\}^{L} \rightarrow\{1,-1\}$ by for $v=v_{1} v_{2} \cdots v_{L} \in\{0,1,2\}^{L}$,

$$
\Phi(v)=\left\{\begin{array}{rcc}
1 & \text { if } & v \leq 02 \\
-1 & \text { if } & 02<v \leq 2 \\
1 & \text { if } & 2<v
\end{array}\right.
$$

We use $S$ to denote the shift transformation on $\{0,1,2\}^{L}$, i.e., $S\left(v_{1}, v_{2}, \cdots, v_{L-1}, v_{L}\right)=\left(v_{2}, v_{3}, \cdots, v_{L}, v_{1}\right)$ for $v=$ $v_{1} v_{2} \cdots v_{L} \in\{0,1,2\}^{L}$. Thus we obtain a sliding block code $\phi$ for periodic sequences of period $L$ defined by $\phi\left(v^{\infty}\right)=$ $\left(\Phi(v) \Phi(S v) \Phi\left(S^{2} v\right) \cdots \Phi\left(S^{L-1} v\right)\right)^{\infty}$, where $u^{\infty}=\cdots$ uии $\cdots$ for a block $u$. The sliding block code $\phi$ transform the fulllength sequence over $\Sigma=\{0,1,2\}$ based on the discretized Markov $\beta$-transformation with $\beta=1+\sqrt{3}$ into the optimum binary spreading sequences of Markov chains as follows.

Let $\boldsymbol{X}$ be a full-length sequence over $\Sigma=\{0,1,2\}$ of length $L=\left|\mathcal{B}_{n}\right|$ based on the discretized Markov $\beta$ transformation with $\beta=1+\sqrt{3}$. Thus the optimum binary spreading sequence of Markov chain is realized by $\boldsymbol{Y}=\Phi(\boldsymbol{X}) \Phi(S \boldsymbol{X}) \Phi\left(S^{2} \boldsymbol{X}\right) \cdots \Phi\left(S^{L-1} \boldsymbol{X}\right)$.

We here give an example of the optimum binary spreading sequences of Markov chains of length $\left|\mathcal{B}_{n}\right|$.

Example 1 For $n=3$, we have $L=20$ and
$00010020110121021112 \xrightarrow{\phi_{\mid \Sigma L}} 11101011001010010001$,
where in the right hand side, we use 0 to denote -1 for simplicity.

Applying the previous results in [15] to the optimum binary spreading sequences of Markov chains, we have

Theorem 2 For $0 \leq \ell \leq n-1$, we obtain

$$
\begin{aligned}
r_{\mathcal{B}_{n} \mid}(\ell ; \boldsymbol{Y})= & (-2+\sqrt{3})^{\ell} \\
& \left.+\left\{\left(\frac{\beta}{\bar{\beta}}\right)^{\ell}-\left(\frac{\bar{\beta}}{\beta}\right)^{\ell}\right\} \cdot\left(\frac{\bar{\beta}}{\beta}\right)^{n} \right\rvert\,\left\{1+\left(\frac{\bar{\beta}}{\beta}\right)^{n}\right\} .
\end{aligned}
$$

This implies $r_{\left|\mathcal{B}_{n}\right|}(\ell ; \boldsymbol{Y})=\mathbb{E}\left[Z_{0} Z_{\ell}\right]+O\left(\left(\frac{\bar{\beta}}{\beta}\right)^{n}\right)$, where $O$ is the big O notation from the Landau symbol.

## 4. Experimental Results

A short table of values of the length $\left|\mathcal{B}_{n}\right|$, the total number $v_{n}$ of the full-length sequences over $\{0,1,2\}$ in $H_{n}$, and the total number $\widetilde{v_{n}}$ of the realized optimum binary spreading sequences of Markov chains are given in Table 1, respectively.

Table 1: A short table of values of $\left|\mathcal{B}_{n}\right|, v_{n}$, and $\widetilde{v_{n}}$.

| $n$ | length | \# of seq.s | \# of seq.s w/ uniform dist. |
| :---: | :---: | :---: | :---: |
| 2 | 8 | 12 | 6 |
| 3 | 20 | 1728 | 945 |

Fig. 3 shows the theoretical estimations based on the CLT given in [5] and the experimental results of bit error probabilities in asynchronous SSMA communication systems using the realized optimum binary spreading sequences of Markov chains based on the discretized $\beta$ transformations as a function of the number of users $J$ for $N=56$. In this figure, the experimental results and the theoretical estimations based on the CLT agree properly with each other.


Figure 3: The bit error probabilities.
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