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Abstract—Depth estimation is a popular research topic in the
field of computer vision. Recent schemes based on deep learning
are showing good results for this task, although hand-crafted
features and Markov random field were popular several years
ago. This paper introduces a feature pyramid network extracting
global features from input images into depth estimation, which
was originally proposed for object detection. To show the validity
of the feature pyramid network, a neural network for depth
estimation from a single shot image composed of ResNet-50 and
the feature pyramid network was implemented. Experimental
results using the KITTI dataset showed that RMSE was improved
by about 5% by the proposed scheme with an acceptable decrease
of computational speed, resulting in a processing speed of about
ten frames per second on a NVIDIA GV100 GPU with 32GB
memory.

I. INTRODUCTION

Several schemes have attempted to solve depth estimation
from a single shot image using hand-crafted features prior to
the emergence of deep learning. In [1], Saxena et al. proposed
a scheme that uses feature vectors composed of seventeen
types of features: two color features and fifteen types of local
features obtained by spatial filters[2]. Make3D[3] adopted the
Markov random field model to combine superpixels obtained
by segmentation, considering that depth values of neighbour-
ing pixels tend to be similar.

After the emergence of deep learning, Eigen et al. showed
good accuracy for depth estimation from a single image[4]
using two different convolutional neural networks to treat
global and local features for depth estimation appropriately.
In the scheme, these two networks were trained indepen-
dently. One network was trained to produce a rough depth
map using global features, and the other network enhanced
edges of the depth map using local features. To achieve a
further improvement in estimation accuracy, a new scheme
was proposed that adopted three independent networks for
depth estimation[5]. The scheme proposed by Kuznietsov et
al. [6] adopted skip connections that transfer feature maps
generated at each convolutional layer in an encoder directly to
a decoder, in order to improve the estimation accuracy without
an additional computational cost.

Semantic segmentation, whose accuracy was drastically
improved by deep learning, has also been adopted for depth
estimation from a single image. DORN[7] is one of the
schemes that introduced the idea of a pyramid pooling module,
which showed excellent results for semantic segmentation
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Fig. 1. Upsampling operation in a feature pyramid network.

used in PSPNet[8] and DeepLab[9]. DORN tried to obtain
global features by atrous spatial pyramid pooling using dilated
convolution with various pixel intervals. Experimental results
with DORN show that pyramid pooling is also effective for
the depth estimation task.

Pyramid pooling is a valid method for depth estimation.
However, this operation requires huge computational costs to
apply to existing schemes. Hu et al. proposed a novel scheme
that attempted to use a feature pyramid without additional
computational costs[10]. This scheme reused feature maps
with different scales generated in the middle of the convolution
process. This operation was termed multi-scale feature fusion,
and enabled accurate depth estimation considering global
features obtained from several scales of feature maps.

However, this reuse of feature maps may cause degradation
of estimation accuracy because shallow layers cannot obtain
good feature maps with effective information extracted by the
early stages of convolution layers. To solve this problem, this
paper proposes a novel network for depth estimation that uses a
Feature Pyramid Network[11] (FPN) to extract global features.
Fig. 1 shows an upsampling process by FPN on several scales
of feature maps. To validate the effect of the proposed scheme,
estimation accuracy is evaluated using the KITTI dataset and
compared with state-of-the-art schemes.

II. FEATURE PYRAMID NETWORK

The Feature Pyramid Network (FPN) was originally pro-
posed for improved accuracy of object detection. The object
detection task requires several scales of input images or feature
spaces to find various sizes of detection targets. Generally,
an increase in the number of scales used in the detection

2019 International Workshop on Smart Info-Media Systems in Asia (SISA 2019),Sep.4-6,2019

49
Copyright(c)2019 IEICE.Permission request for reproduction:Service Department,
IEICE Headquarters Office, E-mail: service@ieice.org. IEICE Provisions on
Copyright: https://www.ieice.org/eng/copyright/.

    SS2-6



ResNet-50

Input Output

Feature Pyramid

Fig. 2. Overview of a depth estimation network with a feature pyramid network.

improves the detection accuracy. However, the computational
costs required for detection increases according to the number
of scales and the processing speed becomes slower. The
trade-off between accuracy and computational costs therefore
becomes quite important to achieve practical object detection.
In object detection schemes without deep learning, FPDW[12]
and the 100fps human detection scheme[13] are famous for
their efforts to construct efficient detectors considering multi-
scale detection. The FPN also tries to improve the efficiency
of object detection using deep learning.

The FPN uses a feature pyramid obtained from several
scales of feature maps, however it does not adopt simple
concatenation of generated feature maps at multiple layers.
Smaller feature maps are upsampled using the nearest neighbor
interpolation to enlarge the size of features to be the same size
as the largest feature map. After upsampling, these feature
maps are concatenated to generate a feature pyramid. Fig. 1
shows the operation flow of generating a feature pyramid using
the FPN. This feature pyramid enables efficient computation
for multi-scale object detection.

III. HOW TO APPLY FEATURE PYRAMID NETWORK TO
DEPTH ESTIMATION

Fig. 2 shows an overview of the proposed network architec-
ture that introduces the feature pyramid network for end-to-
end depth estimation. In the proposed architecture, ResNet-50
was adopted for feature extraction from an input image. A
feature pyramid is constructed from feature maps generated
corresponding to three layers having different scales in order
to obtain global features using the FPN. As these layers have
different scales, the third, fourth, and fifth convolutional layers
of ResNet-50 are adopted: they are named C3, C4, and C5.
Layers in a constructed feature pyramid corresponding to C3,
C4, and C5 are named P3, P4, and P5. The sizes of layers
having the same number is the same and the size of a layer
having one greater number is twice as large as the size of the
layer having one smaller number.

Fig. 3 shows how to construct a feature pyramid from
a feature map generated from ResNet-50. At Fig. 3(a), C5

obtained from convolution by ResNet-50 are set as P5 which is
the top layer of a feature pyramid. Next, P4 is generated from
C4 obtained from ResNet-50 and upsampled P5 as shown in
Fig. 3(b). In the same way, P3 is generated from C3 obtained
from ResNet-50 and upsampled P4 as shown in Fig. 3(c).
These additional operations for feature map generation do not
require a large computational cost; only simple element-wise
addition is required in addition to the original computation
flow. Finally, a depth value is estimated by concatenating P3,
upsampled P4, and upsampled P5 as shown in Fig. 3(d): the
scaling factors for P4 and P5 are two and four, respectively.

To train the proposed network, the following loss function
is adopted, which represents the square of the error between
the correct depth and the estimated depth.

Loss =
1

N
· 1

w · h

N∑
n=1

w∑
i=1

h∑
j=1

(yn,i,j − y∗n,i,j)
2, (1)

where y, y∗, N , w, and h represent an estimated depth value,
a correct depth value, the number of images, width of images,
and height of images, respectively.

IV. EVALUATION

This section evaluates the proposed scheme using the KITTI
dataset.

A. Dataset

The KITTI dataset was used for evaluation of the proposed
scheme. This dataset has RGB images and corresponding
depth images obtained by an on-board camera and a depth sen-
sor, respectively. The KITTI dataset includes outdoor scenes at
various locations such as city, residential, and so on. 22,600
images were used for training and 697 for evaluation. The
resolution of the input images was converted to 621 × 188,
which was about half of the original size.
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Fig. 3. Depth estimation with feature pyramid network.

B. Experimental procedures

To evaluate the validity of the proposed scheme, accura-
cies by two different networks were compared: the proposed
scheme that tries to obtain global features using a feature pyra-
mid created by several scales of feature maps generated from
ResNet-50 and a network without a feature pyramid network.
ResNet-50 maps used for both networks were fine-tuned for
depth estimation from a pre-trained model constructed with
ImageNet[14]. As an optimizer, Momentum SGD[15] was
adopted.

The proposed network was implemented using Caffe[16],
which is a widely used deep learning framework. The size of
the mini-batch was eight and the initial value of learning rate
was 1.0× 10−8. The learning rate was changed to 1.0× 10−9

when the number of iterations reached 30,000. Momentum and
weight decay were 0.9 and 0.005, respectively. For training
and inference of the evaluation, NVIDIA QUADRO GV100
with 32GB graphics memory was used. Table I shows the
specification of the PC containing the GPU used for the
evaluation.

TABLE I
EXPERIMENTAL ENVIRONMENT.

CPU Xeon(R) E5-2697 v4 ×2
Main memory 128GB

GPU NVIDIA Quadro GV100
GPU memory 32GB

OS Ubuntu 16.04.5 LTS

C. Evaluation criteria

To evaluate the accuracy of the proposed network and the
reference network, the following criteria were adopted:

RMSE :

√
1

|T |
∑
y∈T

||y − y∗||2, (2)

RMSE(log) :
√

1

|T |
∑
y∈T

|| log y − log y∗||2, (3)

Abs Relative difference :
1

|T |
∑
y∈T

|y − y∗|/y∗, (4)

Squared Relative difference :
1

|T |
∑
y∈T

||y−y∗||2/y∗, and (5)

Accuracy : % of yi s.t. max(
yi
y∗i

,
y∗i
yi

) = δ < thr. (6)

In these equations, T , y, and y∗ represent a set of pixels
corresponding to a depth image, an estimated value of depth,
and the correct depth obtained from ground truth, respectively.

RMSE (root mean squared error) is a widely used criterion.
RMSE(log) is Root Mean Squared Logarithmic, which can
reduce the influence of large outliers. RMSE and RMSE(log)
can evaluate the absolute error but they do not show the
error rate relative to the estimated value. Therefore, absolute
relative difference and squared relative difference were also
evaluated. These are relative errors considering the error ratio
to the estimated value: absolute relative difference and squared
relative difference represent the absolute error and the squared
error, respectively.

Accuracy relates to the percentage of correct answers. An
estimated value is regarded as correct if the result obtained
by division of a larger value by a smaller value between the
estimated value and ground truth was less than a threshold
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TABLE II
ACCURACY EVALUATION USING THE KITTI DATASET.

Error (Lower is better) Accuracy (Higher is better)
Model rmse log rmse abs rel sq rel δ < 1.25 δ < 1.252 δ < 1.253

ResNet50 4.670 0.197 0.131 0.854 0.828 0.951 0.984
ResNet50 + FPN 4.443 0.190 0.125 0.793 0.838 0.955 0.986

Eigen et al.[4] 7.156 0.270 0.190 1.515 0.692 0.899 0.967
Liu et al.[17] 7.046 − 0.217 − 0.656 0.881 0.958
Xu et al.[18] 4.384 0.188 0.127 0.811 0.841 0.955 0.985

DORN[7] 4.006 0.181 0.115 0.716 0.872 0.956 0.981

TABLE III
COMPUTATION TIME FOR THE KITTI DATASET.

Model time(s)
Xu et al.[18] 0.101
DORN [7] 1.522
ResNet50 0.070

ResNet50 + FPN 0.097

value. In the evaluation, 1.25, 1.252, and 1.253 were used as
threshold values.

D. Experimental results

Table. II summarizes the experimental results using crite-
ria described above by the proposed network, the reference
network, and several other existing schemes. These results
shows that the feature pyramid network can improve the
estimation accuracy compared with the reference network that
does not have a feature pyramid. The proposed scheme also
outperforms [4] and [17], and the accuracy is comparable to
[18]. However, the proposed scheme does not show better
accuracy than [7]: the proposed scheme outperforms [7] in
accuracy when the threshold was 1.253.

Fig. 4 shows some examples of estimation results by the
proposed scheme and the reference. The upper part of the
depth images in Fig. 4 is dark because the ground truth is
obtained by a laser sensor whose viewing angle is narrower
than that of the visible camera used to create the dataset. It
can be seen that the feature pyramid network improves the
estimation accuracy compared with the results given by the
reference scheme. In particular, contours of objects such as
cars and trees can be estimated clearly.

Table III shows the computation speed for the KITTI
dataset. The results show that the computation speed of the
proposed scheme was slower than the reference scheme owing
to the additional computation by the feature pyramid network.
However, the computation speed itself is not unreasonably
slow, as more than ten frames can be computed per second.

V. CONCLUSION

This paper introduces a feature pyramid network that was
originally proposed for accuracy improvement of object de-
tection in order to improve the accuracy of depth estimation
from a single shot image using appropriate global features. To
validate the effect of the feature pyramid network, a neural
network for depth estimation composed of ResNet-50 and

the feature pyramid network was implemented using Caffe
and evaluated using the KITTI dataset. Experimental results
showed that the feature pyramid network improves RMSE by
about 5% relative to the reference network that did not have
the feature pyramid network and the accuracy also improved.

The estimation performance was improved by the feature
pyramid network. However, the accuracy obtained did not out-
perform the state-of-the-art scheme proposed by Fu et al.[7].
The proposed scheme showed a better result for accuracy only
when the threshold was 1.253. To achieve further improvement
of depth estimation, further efforts should be applied to the
current network. In the future, the authors will try to apply
Multi-Level Feature Pyramid Network[19] which showed good
results for object detection and Visual Attention[20] that has
been proposed for fashion analysis.
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Fig. 4. Examples of depth estimation. RGB image, ground truth, the reference network, and the proposed network.
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