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Abstract—Estimating personal information using image infor-
mation is important for analyzing actual social activities. The
most popular visual cue for this purpose is facial imaging,
however, it is difficult to achieve a high enough accuracy for
practical use when the resolution of the facial images is not very
high, and the image resolution becomes lower quite easily if the
view point is far from the target. Gait may be a powerful cue to
obtain accurate classification results about personal identification
and gender prediction, using images captured by surveillance
cameras; details of human parts are not required for gait analysis.
Previous research has shown that the movement of joint locations
may be a good feature for gait analysis, but joint locations
cannot be estimated directly from input images. In this paper,
a novel scheme for gait analysis using the movement of joint
locations estimated using only input images is proposed. The
experimental results showed that the proposed scheme achieved
accurate results when Alpha Pose was used to obtain joint
locations with a 93.13 % accuracy rate for personal identification
and 93.56 % for gender prediction.

I. INTRODUCTION

It is important to obtain personal information using vi-
sual information for several applications, such as analysis
of consumer behavior, surveillance, and security. The most
popular method to obtain personal information is human facial
imaging that can be used to estimate age, sex and emotions
amongst other factors. In recent studies, information obtained
from facial images has proven to be reliable enough for
serious applications, such as identification at passport control,
entrances of secured buildings, and criminal databases, where
highly accurate classification is indispensable.

Facial images are useful for several purposes, but they are
ineffective if the resolution is not of a high enough quality. The
resolution becomes lower in generic outdoor scenes, where the
face images must be captured from distant viewpoints.

If only images captured from cameras distant from target
humans are available, the entire human body may become
a reliable visual cue for estimating personal information; to
improve the accuracy of estimating personal information using
whole-body images of humans, several schemes have been
proposed [1]–[8]. A popular cue for this purpose is their gait,
where a part-based representation [4], a biologically inspired
approach [5], and an HOG-based approach [6] are used for
gait analysis.

Gait analysis can also be applied for gender prediction
[9]–[11] and personal identification [10], [12], [13]. These
schemes that utilize image-based gait analysis are very useful
for estimating personal information and a high accuracy can

be obtained without any specialized sensing devices. Most
schemes tend to actualize gait analysis using several types
of image processing techniques, where the classification is
performed using image features directly. Meanwhile, some
previous schemes [14], [15] have attempted to perform gender
prediction and personal identification using feature vectors
created from the locations of joints in several frames. The
experimental results of the previous work showed that a high
accuracy rate can be obtained when the locations of the joints
are estimated properly.

In the previous schemes, joint locations were measured us-
ing the Microsoft Kinect, which has the capability of obtaining
pixel-wise depth information in addition to an RGB image.
However, depth information is not available for practical
applications, such as surveillance in outdoor scenes. To solve
this problem, this study attempts to construct a novel scheme
for gait analysis using joint locations obtained from generic
2D images. For this purpose, state-of-the-art pose estimation
schemes based on deep learning were adopted, and the per-
formance of gender prediction and personal identification was
investigated.

II. RELATED WORK

This section details a previous scheme for gait analysis us-
ing joint motions [14], [15] and state-of-the-art pose estimation
schemes based on deep learning: Open Pose [16] and Alpha
Pose [17].

A. Gait analysis using joint motions

The previous scheme [14], [15] used feature vectors created
from joint motions in a cycle of walking of target humans. The
absolute locations of joints pi,t in the input images changed
drastically according to the translational movement of the
target humans or camera motions. Here, i = 0 is SPINE BASE,
1 is SPINE MID, 2 is NECK, 3 is HEAD, 4 is SHOULDER
LEFT, 5 is ELBOW LEFT, 6 is WRIST LEFT, 7 is HAND
LEFT, 8 is SHOULDER RIGHT, 9 is ELBOW RIGHT, 10 is
WRIST RIGHT, 11 is HAND RIGHT, 12 is HIP LEFT, 13
is KNEE LEFT, 14 is ANKLE LEFT, 15 is FOOT LEFT, 16
is HIP RIGHT, 17 is KNEE RIGHT, 18 is ANKLE RIGHT,
19 is FOOT RIGHT, 20 is SPINE SHOULDER, 21 is HAND
TIP LEFT, 22 is THUMB LEFT, 23 is HAND TIP RIGHT,
and 24 is THUMB RIGHT.

Therefore, these methods may not be suitable for creating
relevant features to classify the properties of target humans.
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To solve this problem, this scheme uses joint locations relative
to the location of the spine base pi,t represented by qi,t for
classification. Fig. 1 shows an overview of the extraction of the
relative locations of joints using the location of the spine base.
Equation 1 represents the computation to obtain the relative
joint locations.

Fig. 1. Overview of extracting relative locations of joints using the location
of the spine base.

qi,t = pi,t − p0,t (i = 1, 2, . . . , 24)

= (xi,t − x0,t, yi,t − y0,t)

=
(
x′
i,t, y

′
i,t

)
, (1)

Where x′
i,t and y′i,t represent the x− and y− components of

the joint location qi,t relative to the spine base, respectively.
Through this conversion, feature vectors without the influence
of the translational motion of a target human and camera
motions can be extracted.

Fig. 2. Extracting a walking cycle of a target human.

After the computation of the relative locations of joints qi,t,
a feature vector is constructed using qi,t for a walking cycle.
Here, the number of frames corresponding to a walking cycle
differs according to the target human, as shown in Fig. 2. To
obtain feature vectors whose length is the same, normalization
was applied, as depicted in Fig.3.

Finally, a feature vector corresponding to a walking cycle
can be obtained as follows:

f =
(
x′
1,0, y

′
1,0, . . . , x

′
24,0, y

′
24,0, . . . , x

′
24,N , y′24,N

)
, (2)

Where N shows the number of frames corresponding to a
waking cycle.

Fig. 3. Linear interpolation for feature generation.

B. Open Pose

The Open Pose was originally proposed by Cao et al.
[18], which demonstrated a good accuracy and processing
speed for the MPII multi-person dataset and the COCO key
points challenge. This scheme adopts a bottom-up approach
in which all body parts are detected independently in the first
process. However, there are two major problems in the scheme,
namely: creating a global connection of local parts and a huge
computation effort for several combinations of body parts [19],
[20].

To solve the global connection problem, Cao et al. [18]
proposed a novel convolutional neural network (CNN) archi-
tecture. The architecture adopts detection of body parts using
confidence maps and part affinity fields (PAFs) that estimate
the connection between two body parts.

The computational problem is solved by transforming a
complete graph into many bipartite graphs and applying the
greedy algorithm to compute. The greedy algorithm may
worsen the accuracy, but the global context from confidence
maps and PAFs helps to maintain accuracy. As a result, real-
time processing with high accuracy was achieved.

C. Alpha Pose

Alpha Pose is a scheme using a top-down approach, where
a target human is detected before applying pose estimation to
humans. This approach can reduce the number of combinations
of body parts needed to be considered by the pose estimator
because body parts corresponding to only a person are used to
create a whole-body model. The accuracy of pose estimation
can be easily improved because different CNNs can be adopted
for detection and pose estimation. However, the computation
time increases according to the number of target humans in
an image. Alpha Pose primarily consists of an RMPE for
pose estimation and pose flow for pose tracking. Estimation
performance for the COCO and MPII multi-person datasets of
this scheme is excellent.

III. ESTIMATION OF PERSONAL INFORMATION BASED ON
JOINT LOCATIONS OBTAINED BY POSE ESTIMATOR

The proposed scheme applies motion-based gait analysis
to key points extracted from an input image using a CNN-
based pose estimation. Fig. 4 shows an overview of the pro-
posed scheme to estimate human information, where gender
prediction and personal identification are selected as target
applications.

In the first process of the proposed scheme, the joint
locations are extracted by a pose estimator, unlike in previous
studies [14], [15] which used three-dimensional coordinates
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Fig. 4. Overview of estimating human information
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Fig. 5. Twenty five joints used in pose estimation
by Open Pose.
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Fig. 6. Eighteen joints used in pose estimation by
Alpha Pose.

obtained by Kinect v2. In the proposed scheme, two state-of-
the-art schemes are tested to estimate the joint locations of a
target human: Open Pose and Alpha Pose. In our implementa-
tion, 25 joints shown in Fig. 5 and 18 joints depicted in Fig. 6
are used for pose estimation by Open Pose and Alpha Pose,
respectively.

Once joint locations are estimated by a pose estimator,
relative locations are computed the same way as in the
previous scheme, as explained in Section II. When Open Pose
is used as the pose estimator, MidHip is treated as the origin
for computing the relative locations. However, the output from
Alpha Pose does not have MidHip, which corresponds to the
location of the spine base in the previous scheme. Therefore,
the center point between RHip and LHip is treated as the origin
of the relative locations in this case.

To construct feature vectors corresponding to a walking
cycle, the start and end points of a walking cycle are defined
manually. The extracted feature vectors are normalized as the
number of samples in a walking cycle becomes 40, using
interpolation in the same way as in the previous scheme. After
normalization, a feature vector is constructed by concatenating
the time-series locations of the joints, and an SVM-based
classifier is trained using the feature vector.

IV. EVALUATION

This section describes the dataset used in the evaluation, and
the classifier training method, and evaluates the performance
of personal identification and gender prediction.

A. Dataset and training
In the evaluation, the CASIA Gait Database [21] was used,

which includes 240 sequences of walking 20 persons: 12
sequences for a person whose camera angles are 0◦,45◦,
and 90◦. The number of persons was 20, of which 15 were
male and five were females. The total number of still images
included in the dataset was 19 319. Fig. 7 shows example
images included in the database.

For the evaluation of personal identification and gender
prediction, the training samples consisted of successive images

corresponding to a walking cycle. Table I lists the number
of available samples for each camera angle. The number of
samples differs according to the camera angles because the
number of cycles included in the test images was not constant,
owing to the distance between the target humans and the
camera. In some images, it was difficult to extract successive
images for only a cycle, and the number of samples for 0◦

was significantly smaller than for other angles. A total of 233
samples were used for testing, and 208 samples were used for
training.

TABLE I
THE NUMBER OF SAMPLES.

0◦, 45◦, 90◦ 0◦ 45◦ 90◦

test 233 40 107 86
train 208 35 97 76

Liblinear [22] was used to construct a final classifier
after extracting the joint locations. For gender prediction,
a two-class classification was simply adopted. For personal
identification, multiclass classification based on one-vs.-all
approaches implemented in liblinear.

B. Personal Identification

Table II shows the classification accuracy when the joint
locations were estimated using Open Pose. These results
showed that the best accuracy was approximately 89.53 %
when the camera angle was 90◦. The worst accuracy was 50.00
% when the camera angle was 00◦. If samples from all angles
were used for training and evaluation, the accuracy was 76.39
%.

Table III shows the classification accuracy when the joint
locations were estimated using Alpha Pose. The best accuracy
was 94.19 % at 90◦ and at worst was 87.50 % at 0◦. If samples
from all angles were used for training and evaluation, the
accuracy was 93.13 %.
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(a)0◦ (b)45◦ (c)90◦

Fig. 7. Example images of the CASIA dataset.

(b)0◦ (b)45◦ (c)90◦

Fig. 8. Estimation results by Open Pose.

(a)0◦ (b)45◦ (c)90◦

Fig. 9. Estimation results by Alpha Pose.

These results showed that joint locations extracted by Alpha
Pose were more suitable than Open Pose, and the accuracy was
quite good for personal identification in outdoor scenes.

Fig. 10 shows the confusion matrix when the Alpha Pose
was used. As shown in the results, the accuracy was quite
good.

TABLE II
CLASSIFICATION ACCURACY WHEN JOINT LOCATIONS WERE ESTIMATED

BY OPEN POSE.

Camera angleθ 0◦, 45◦, 90◦ 00◦ 45◦ 90◦

Accuracy(%) 76.39 50.00 79.44 89.53

C. Gender prediction

Table IV shows the accuracy of the gender prediction when
joint locations were obtained using Open Pose. The best and
worst accuracies were 92.52 % at the 45◦ camera angle and
75.00 % at the 00◦ camera angle, respectively. If samples from

TABLE III
CLASSIFICATION ACCURACY WHEN JOINT LOCATIONS WERE ESTIMATED

BY ALPHA POSE.

Camera angleθ 0◦, 45◦, 90◦ 0◦ 45◦ 90◦

Accuracy(%) 93.13 87.50 88.79 94.19

all angles were used for training and evaluation, the accuracy
was 89.70 %. Table V shows the accuracy of gender prediction
when joint locations are obtained using Alpha Pose. The best
and worst accuracies were 100.00 % at the 45◦ camera angle
and 67.50 % at the 00◦ camera angle, respectively. If samples
from all angles were used for training and evaluation, the
accuracy was 93.56 %.

Alpha Pose showed better accuracy for the 45◦ and 90◦

camera angles, but it was worse when the camera angle was
0◦.
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Fig. 10. Confusion matrix when Alpha Pose was used for key point extraction.

TABLE IV
THE ACCURACY OF GENDER PREDICTION WHEN JOINT LOCATIONS WERE

ESTIMATED BY OPEN POSE.

Camera angleθ 0◦, 45◦, 90◦ 00◦ 45◦ 90◦

Accuracy(%) 89.70 75.00 92.52 91.86

TABLE V
THE ACCURACY OF GENDER PREDICTION WHEN JOINT LOCATIONS WERE

ESTIMATED BY ALPHA POSE.

Camera angleθ 0◦, 45◦, 90◦ 0◦ 45◦ 90◦

Accuracy(%) 93.56 67.50 96.26 100.00

D. Discussion

The classification accuracy at a camera angle of 0◦ was the
worst for both pose estimation schemes. The primary reason

seems to be the lack of samples for the 0◦ camera angle:
the number of images available for our evaluation was not
very large. To evaluate the estimation accuracy of personal
information at the 0◦ camera angle, more training and testing
samples for this angle must be used.

The classification accuracy improved with an increase in the
camera angle for both tasks. This result was attributed to the
visibility area of the human body, where nearly half of the
human body was invisible when the camera angle is 0◦ and
45◦. Fig. 11 shows failure examples for pose estimation: the
left forearm could not be estimated in Fig. 11 (a), and the right
arm was predicted at the opposite side of the actual location
in Fig. 11 (b). These failures may degrade the estimation
performance of the personal information using joint motions.
To enhance the classification accuracy, the robustness of pose
estimation against partial occlusion by the human body itself
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(a) An image of F recorded at the 45◦ angle. (b) An image of C recorded at the 0◦ angle.
Fig. 11. Failure examples of pose estimation.

should be improved through future research.

V. CONCLUSION

This paper proposed a novel scheme to estimate the joint
locations of personal information obtained only from input
images. To construct feature vectors using joint locations,
normalization and interpolation techniques were applied in the
same way as in previous schemes [14], [15]. For the extraction
of joint locations, Open Pose and Alpha Pose were adopted,
which are capable of estimating the locations of body parts
using only an input image without any depth sensors.

To evaluate the classification accuracy of the proposed
scheme, a quantitative evaluation using the CASIA dataset
including successive images of 20 humans walking outside:
15 males and five females. At the evaluation, the locations of
25 and 18 joints were estimated using Open Pose and Alpha
Pose, respectively. After obtaining the joint locations, a feature
vector corresponding to a walking cycle was created using the
proposed scheme to construct a classifier using liblinear.

Experimental results show that the proposed scheme
achieved accurate results using only two-dimensional images
as input: 93.13 % for personal identification and 93.56 %
for gender prediction. The best accuracy was obtained when
Alpha Pose was used to estimate joint locations. The accuracy
is expected to improve if the pose estimation is improved
to reduce estimation failures at pose estimation explained in
Section IV-D.
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