2016 International Symposium on Nonlinear Theory and Its Applications,
NOLTAZ2016, Y ugawara, Japan, November 27th-30th, 2016

Estimation of Beta-Value for pipelined beta encoders

Yeelai Chew and Yutaka Jitsumatsu

Department of Informatics, Kyushu University
744 Motooka, Nishi-ku, Fukuoka, 819-0395, Japan
Email: shu@me.inf.kyushu-u.ac.jp, jitumatu@me.inf.kyushu-u.ac.jp

Abstract—A g-converter is an analog-to-digital (B) tant fact about thg-encoder is that it is robust to the fluctu-
encoder, that outputs truncated sequenggefpansion of ated quantizer while achieving a precision of or@¢s—N).
an input valuex € [0,1). B-converter has been proved tos-encoder convert input-analog-signak [0, 1) to digital
be robust to the fluctuation of the threshold value in quarbits by the expression
tizer. However, it remains an unsolved issue to give an ac- oo
curate estimation of the value in a pipelingd encoder. In X = Z b8, Q)
this paper, we propose a new method estimafiry us- n=1
ing 8-map and the accuracy is also evaluated by numeric@hereg is a real number satisfies the inequality 3 < 2

simulations. andb;, € {0, 1}. 8 encoders have a look-up table (LUT) that
memorizes the binary expansiong®f (n=1,2,..,...N).
1. Introduction Such a LUT is used to convert the beta expansiortcoe

cient{bn}s of x to binary expressoin of. g-encoder over-

An A/D converter converts the continuous physical valugomes the disadvantage of both PCM admodulation
to digital number and it is implemented in various of elecand it owns the potential to carry out/B conversion in
tronic equipment. Due to the large improvement in semihoth high accuracy and speed.
conductor microfabrication technology during recent years,when we mention about ghencoder, there are two types
A/D converters also tend to be more compact and haef them. One is cyclic type which uses only ghencoder
ing lower power consumption. Therefore circuit element’so provide output bits and the other is pipeligencoder
value and threshold voltage play important roles and it igsing plurality ofs-encoder to provide outputs from each
getting dificult to make sure of the conversion accuracyencoder. In order to apply faster analog digital conversion,
For choosing an A conversion architecture, it is also im- it js important to construct pipeling-encoder. As we can
portant to concern about its electricity consumption, acClsbserved from expression (1), we need to know the exact
racy, conversion rate. Nowadays, i)Nyquist rate convertefvalue to restore the input value We propose a new
and iijover sampled converter are the two main types ghethod for estimating-value in pipelingg-encoder which
A/D converters which are commonly used. usesp-map. Meanwhile, we also show the result of our

Nyquist rate converter cutdidhe signal whose frequency numerical experiment estimating tBevalue using the pro-
is over W by analog filter and samples the signal in thgyosed method.
frequency over /. After that, these sampled-value are
converted into binary digits by the/B converter. Among 2. B-encoder
the Nyquist rate converter, the most popular one is natu-
ral weighted binary encoder also called PCM (Pulse Codg1. cyclics-encoder
Modulation) which gains the dyadic expansion of an in- . )
put valuex € [0, 1]. Although PCM is known to be easily A B-éncoder is composed offatimes(1< g < 2) am-
calculated and achieves a precision of or@¢2N)(N is plifier and a quantizer with threshold valueﬂ-e_ncoder_|s _
bitrate), it makes error when the threshold voltage is fludknown to be much more robust to the fluctuation of circuit
tuated. On the other han8A modulation is the typical €'eéments than PCM. Moreoveencoder also could con-
over sampled converter. It has a self-correction property ¥ in higher rate tha@A converter, which means it can
the fluctuation of threshold by over-sampling in low quanc0nvert in both high rate and accuracy. Figure 2 shows a
tization accuracyA modulation is robust to the electric Plock diagram of3-encoder and whef = 2 it reduces to
circuit elements and this property is the one that Nyqui§pe PCM. _
rate converter does not own. Because of this robustness!n @3-éncoder, an input valuee [0, 1) can be expanded
we prefer=A modulation to PCM while using imperfect INt0 X = (8 — 1) X7 by ™", by € {0, 1}. The expansion
quantizer, althouglA modulation owns slow conversion COgficients (b} can be obtained as follows: we define a

rate (achieves precision of ord®(N-1)). j-expansion map as
B-encoder is a new type of Nyquist rate converter pro- BX, X< v/B,
posed by Daubechies et al. in 2002 [1]. The most impor- Co(x) = BxX+1-6, x=v/B. )
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Figure 1: cyclicg-encoderkg = X, X, = 0(n > 0)) 2 Y
wherey € (81, 1) is the threshold of the quantizer. Define Figure 2:F(y) andGL()
a quantizer as
0.0 { 0 x<v, - From the Egs. (5) and (6), we have
W(X) =
L xzv 0<FL() <GLO). (7)
Thenb, is given by following expressions: whereF () = 1_(%_1)2:_21(bi+ci)yi andG (y) = 2C'y*.
up = Bx, by = Q,(uy), n=0 It can be easily verified that, (y) is a monotone decreas-
Uns1 = B(Un — bh(B — 1)), bni1 = Qy(Uns1), N>0 ing function ofy and thatG_(y) is a monotone increasing

(4) function ofy. According to these characteristics Bf(y)
When we use a quantizer with erreiin the threshold andGy(y), we can draw a graph in Fig. 2. From the in-
valuev, we can still carry out fD conversion in a precision equality 0< Fi(y) < G.(y), we know that the trug is lim-
of orderO(8~N) if the threshold value remains ig € 1,1), ited in the regior| illustrated in Fig. 2. Therefore whdn
which means¥ + €) € (8 — 1, 1). This characteristic is the is large enough, we could figure out the estimation value of
one that PCM does not own, and so tiagncoder is said y expressed iry by finding the solution satisfies inequal-

to be robust to the fluctuated quantizer. ity(7) with Newton’s method or bisection method. After
that, according to expression = A1, estimateds value
2.2. p-estimation using Daubechies et al.'s method B is calculated. In previous Oda’s research [3], they have

also discovered a method finding the solution of inequal-
ity(7) by gradually enlarging.. This method has a benefit
"that total number of calculation is decreased.Bhés are

In this section, aB-estimation method proposed by
Daubechies et al. [2] is explained. It remains an importa

st o Ko e eact el in oer 0 oL N0 mermonzed n  LUT. Lot e range e . frad
Y @ i ’ which are divided into subintervals with equal widds.

cannot make exa@-converter because of the fluctuation oA . A :
" : . : he LUT memorizeg™"s for all candidateg = Bmin +
of the circuit elements. Therefore it remains an |mportanI B A = Pmin + 148

issue to estimatg-value in high accuracy after choosingJ =012

a g times amplifier vyith errors (A!thoygh it seems t.herez'& Pipelines-encoder

are twog-value remain estimating in Fig. 1, tigevalue in

two amplifier gain same value while using MDAC circuit Cyclic model and pipeline model are the two main mod-

[5]. So only onegs-value remain estimating). In terms of els of the circuit structure when using Nyquist rate con-

Daubechies et al.g estimating method, two input values verter. If we assume getting bits of output bits, the for-

x € (0,1) and 1- x € (0, 1) are used to produdebits of - mer one uses only one quantizer fotimes, however, the

outputs{bi}iL:l and{ci}iLzl. Definingy =85, C=1+v+e¢, latter one usek pieces of quantizer to get the output bits.

ko = |og(1;27)/ logy, C’' = max{2C, 2C/(ksy*D)}, e the Consequently, the pipeline-model’s circuit ared.ismes

error of threshold value, then quantization error will sat- larger than the cyclic-model's but it could convert the sig-

isfy the inequality nal in L times higher rate than the cyclic-model. We show
the pipelinegs-encoder in Fig. 3. For a pipelingencoder,

L . . . .
: let B; be the amplification factor afth g-encoder (see Fig.
_ 7. L
0<x=(/y- 1)2 biy' < C%, (5) " 3). Then, we have

i1
wherey = 8~1. Meanwhile the quantization error of input X=pxa-(@-Db (=123..1) (8

value 1- x also satisfies By usingB-expansion in each stage, we can also obtain the
following expression:

L
A 7L
0<1-x-@y=D),er sy @ e o (B b) - (B D)

i=1
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|_.b2 l—»bL 1 We get as much in ut valugy as possible (suppose

by
Input value x, r K samples ofk). X, ) means theth input value for
— 1 Stage 1 | Stage 2 —~ —{ Stage L k=12 ..K.

2 Let b(k) b(k) represent the output bits for the initial
ol e value xok) from g-encoder. The valug, .. .,B. will
Bi D— be the targep to estimate. We give up estimating
I - the later L — L’)g;, and considering their value as
Q. B = (Bmin + Bmax/2. (In a practical imprementation,
T one can use the nominal value of betgBaslowever,

b; in this simulation, we assume that the nominal value
is given byB = (Bmin + Bmax)/2)

3 We estimate thg in the ordeB,,,BL/-1, ..., 81 (from the
later one to the former one). The estimation procedure
) =B - 1)bL follows the steps below:

Figure 3: Pipelingg encoder

4-1 At this stage, we calculate pairs of reconstructed val-
1)b; 9
H’B' Z(ﬂ' )b Hﬁ’ © ues &, x¥) using output bitd®...o" according to
j=i+l L
the expressions:
From this expression, we could get the input vatyas the .

following expression sincg_cannot be known. o) _ Z[ _ 1)b(k) 1_['3 3 (11)
i—-1 — m
m=i

i L n=i
1 1
X = Z o[ [oex] ] @O ! n
= 1B B N0) 2 © -1
= S Boa-100 [ [ 521 (12
Therefore, in order to reconstruct the input-vakgepre- n=t e

cisely fromby, it is necessary to know the exact value of ~ Note thatg,, the estimated value @, have been al-
Bi. ready calculated at this moment foe i+1,i+2, ..., L.

Although in Eq. (11) it appears; which remain un-

o o confirmed, we suppose its value @&s Our aim is to
3. p-estimation for pipeline-3 encoder estimate thig;.

In section 2.2, we discussed ab@destimation method
in cyclic B-encoder. However, in the case of pipelifte Xi
encoder, we need to estimate plugavalue. While us- '
ing Daubechies’s method estimatifgvalue, we can only py
achieve one inequality meaning impossible to estimate plu-
ral 8. So that we need to find out a new method for estimat-
ing theB-value in pipelings-encoder. 4 g

In this section, we explain our proposed method for es-
timating B-value for pipelings encoder. In the following
arguments, we suppose that:

e f31,f2,...,8L are unknown (we could only know the a Yxiq
range Pmin, Bmaxl) Figure 4:8-map of pipelings-encoder

e The dispersion g8-value tends to be larger in the later )
stage, however in this paper we supposed the dispe-2 According to Egs. (8), (11) and (12), we have

sion does not dier in each stage.
o) _ {

2 ﬁ,xl 1, if Xj <8 (13)

¢ We can obtain output bitsy, ..., b, B +1-p, ifxi>6

e Input valuex, cannot be made accurately and we also ~ Then,we can figure out that the poin (; %) lies on
cannot geky, ..., X -1, X_ directly the locus defined by the expression aboderepre-

sents the unknown threshold value (Fig. 4). We con-
We update thes-value from the previously estimated sider the point on the most right side of left branch as
value to a new one by the steps bellow: ()‘(I.(f"l), )”(i(k")) and consider the point on the most left side
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of the right branch asxfﬁll), >‘<|.(kl)). Then, we suppose

10’4 wwwwwwwwwwwwwww
that,
glko) | olki)
\ + X 6 |
g = Xg X (14) 10
2
ko) o0kq) 10°% 1
X 1-% L
~ g T g 15) g
Bi= B — ( "
4-3 We update the estimatg value according to Egs. 1072
(14) and (15). Then updatd’; again according to
Eq.(10), after that repeat step (4-2). We quit updating 100 S e e 5 8 7 8 9 10111213 14 15
S after repeating a few timek Finally, leti — i -1 Staae number

H . ] _ \/
and go back to 4-1 until we finish estimating all fhe Figure 6: MSE of the first. § encoderK = 10)

x10°

4. Numerical Results

The accuracy oB-value is evaluated by computer sim-
ulation. In the simulation, we repeat the evaluation for
4 times while the number of input value varies from
10°, 1P, 10’ and the number of-encoder arel’ =
15 L = 30. We suppose the tugevalues are randomly v e R PR EVEE WY
selected in the range e [1.69, 1.71] according to the uni- o B ot number %010
form distribution and start simulation from the initial value Figure 7: MSE while repeating estimation for 100 times
B = 17. The performances are evaluated by MSE (Mean
Squared Error).

The simulation results show that the formgs MSE is

getting smaller than the later one. This is because the 947 1. Daubechies, R. A.DeVore, C.S.i@tirk, and V.
curacy is gradually becoming accurate from the Iaté A.Vaishampayan, “Beta expansions: a new approach
the formers. And comparing Fig. 5 and Fig. 6, the MSE g gigitally corrected 4D conversion, Proc. IEEE Int.

is smaller as the input numbé&r increase. From Fig. 7, Symp. Curc. Syst2002 (ISCAS2002), vol.2, pp. 784-
we also know that when the repetition frequency increase, 787, 2002.

MSE does not decrease.
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Figure 5: MSE of the firsL. 8 encoderk = 10°)
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