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## 1．Introduction

Recently，3D videos are attracting increasing attention by many researchers since 3D videos can provide much more realis－ tic observation from any view point and be potentially applied in many applications．One significant difference from 3D anima－ tions，which are generated by computer，is that 3D videos are the recordings of the real world，captured by multi－cameras frame by frame［1，2，3］．To build a 3D video database［1，4，5］，it is essen－ tial to segment a 3 D video into shots for efficiently browsing， indexing，and retrieval．Similar to 2D video segmentation［6］，3D video segmentation is to divide 3D video in temporal domain into a set of meaningful and manageable shots that are used as basic elements for indexing．Here，a shot is several successive frames in a 3D video with some common visual characteristics， whose frames usually have similar motions in our task（shown in Figure 1）．Although 3D videos have more dimensions than other media data，our previous works $[4,5,9]$ show that it is possible to segment 3D video effectively and efficiently．

An important but still unsolved problem is how to evaluate the algorithm of 3D video segmentation．Performance evaluation of information retrieval system is difficult because the effectiveness is highly subjective and even depends on examinees and many other factors［10］．It is such a psychological problem that the straightforward way is just subjective evaluation by the exami－ nees，which，however，is very expensive and time－consuming． Therefore，an evaluation approach for information retrieval sys－ tems is necessary［10］．

Although the conventional evaluation measures，namely，pre－ cision，recall，and $F$－measure（briefly（ $\mathrm{P}, \mathrm{R}, \mathrm{F}$ ）in this paper），are adopted in our previous works［5，9］，it is necessary to pre－define a threshold（detailed in section 4．1），which directly affects（ $\mathrm{P}, \mathrm{R}$ ， $F$ ）．In this paper，a new evaluation approach for 3D video seg－ mentation is proposed，which may have no threshold．To get the ground truth，several volunteers（or examinees）are asked to segment all the test sequences independently and then voting strategy is adopted．Our new evaluation approach is in a different view from the conventional one but covers the conventional one． Its efficiency is demonstrated by our experiments．Since the evaluation approach is quite general，it is also possible to apply it in other similar systems．

## 2．Related Work and Key Problems

Research on information retrieval has a long history［11］．At the same time，evaluation approaches have been also discussed carefully［12］．For evaluation measures，precision rate and recall rate are popular in information retrieval system，whose defini－ tions are given in eqs．（1）and（2）．Recall shows the ability to

[^0]present all relevant items，and precision shows the ability to present only relevant items．Van Rijsbergen gave a good survey in Ref．［10］，in which $E$－measure and $F$－measure are also defined as eqs．（3）and（4）．Later，these measures are also widely applied in image retrieval［13］，2D video shot segmentation［14］，and our previous works on 3D video segmentation［5，9］．
\[

$$
\begin{align*}
& \text { Recall }=\frac{\text { relevant correctly retrieved }}{\text { all relevant }}  \tag{1}\\
& \text { Precision }=\frac{\text { relevant correctly retrieved }}{\text { all retrieved }}  \tag{2}\\
& E \text { - measure }=1-\frac{1}{\alpha\left(\frac{1}{\text { Precision }}\right)+(1-\alpha)\left(\frac{1}{\text { Recall }}\right)}, \alpha \in[0,1] \text { (3) } \\
& F \text { - measure }=\frac{1}{\alpha\left(\frac{1}{\text { Precision }}\right)+(1-\alpha)\left(\frac{1}{\text { Recall }}\right)}, \alpha \in[0,1] \tag{4}
\end{align*}
$$
\]

Many papers on 2D video segmentation focus on detecting cuts and transitions for the special effects like fade－in，fade－out， and dissolve，which can be precisely detected by human beings so that the ground truth is easily obtained．However，in 3D video segmentation system，the shot boundary is rather subjective and blurry even for human beings according to our experiments， which is a key problem in our system．That is because our 3D video shot is divided by the motion of 3 D object $[5,9]$ as shown in Figure 1．Figure 2 shows the shot boundaries of a pitching sequence by 8 volunteers，whose detail procedures are shown in section 3．From Figure 2，both the shot number and boundary sites are quite different among the volunteers．This infers it is not trivial to get a ground truth in 3D video segmentation．


Fig．1．One example for 3D video segmentation．


Fig．2．Segmentation results for＂Pitcher＂by 8 volunteers．

## 3．Defining Ground Truth

For 3D video segmentation，we specially define（ $\mathrm{P}, \mathrm{R}, \mathrm{F}$ ）as：

$$
\begin{align*}
& R=\frac{\text { relevant correctly retrieved }}{\text { all relevant }}=\frac{n_{\text {correct_seg }}}{n_{\text {relevant_seg }}} \\
& P=\frac{\text { relevant correctly retrieved }}{\text { all retrieved }}=\frac{n_{\text {correct_seg }}}{n_{\text {retrieved_seg }}} \tag{6}
\end{align*}
$$

$$
\begin{equation*}
F=\frac{1}{\alpha\left(\frac{1}{P}\right)+(1-\alpha)\left(\frac{1}{R}\right)}, \alpha \in[0,1] \tag{7}
\end{equation*}
$$

where $R$ is recall，$P$ is precision，and $F$ is $F$－measure．$n_{\text {correct }}$ seg is the number of correct segmentation，$n_{\text {relevant＿seg }}$ is the number of relevant segmentation，which is also the ground truth，and $n_{\text {retrieved＿seg }}$ is the number of retrieved segmentation by our algo－ rithm．$\alpha$ is a constant and is set as 0.5 ．

The ground truth $n_{\text {relevant＿seg }}$ comes from humans as other in－ formation retrieval systems do．As mentioned in section 2，since the relevant segmentations are highly subjective，more than one volunteer is asked to segment all the test data and the volunteers do not know others＇segmentation results in advance．They will decide the segmentation criteria by themselves so that the results are rather high－level，which causes $n_{\text {relevant＿seg }}$ and shot boundary sites are independent of the others＇．The volunteers use our own 3D video player to view the 3D video，whose view points are changeable．And each volunteer is provided printed video frames from frontal view（an example is shown in Figure 3），where the frame index is shown below its image．Each volunteer is asked to describe briefly the shots in his／her report．Totally， 3 sequences are segmented by 8 volunteers including＂Toshiko＂（a dancing sequence with 173 frames），＂Pitcher＂（a pitching sequence with 51 frames），and＂Batter＂（a batting sequence with 51 frames）．All the test sequences are 10 frames per second．Figure 2 shows the segmentation results for＂Pitcher＂by 8 volunteers．To get the ground truth，we suppose two assumptions：one is the volunteers will keep their criteria for segmentation in the whole 3D video sequence；the other is there is some common ground for seg－ menting 3D video among all the volunteers．Therefore，the au－ thors merge some neighboring shot boundaries from different volunteers and emerge one integrated result by considering of both the shot boundary sites and the volunteers＇description on the shots．Then，the integrated result has two kinds of informa－ tion as shown in Figure 4：one shows how to segment the 3D video and the other gives how many volunteers regard it as a shot boundary，which is called vote number in this paper．Therefore， $n_{\text {relevant＿seg }}=n_{\text {relevant＿seg }}(k)$ means the number of all relevant seg－ mentation whose vote number is no less than $k$（or these segmen－ tations are adopted by at least $k$ volunteers）．

## 4．Evaluation Approach

In this section，we firstly introduce the naive evaluation meas－ ures（ $\mathrm{P}, \mathrm{R}, \mathrm{F}$ ）．Then，after discussing the drawbacks of（ $\mathrm{P}, \mathrm{R}, \mathrm{F}$ ）， a new evaluation approach is presented in detail．

## 4．1 Naive Evaluation Measures

By eqs．（5）and（6），we need to calculate $n_{\text {correct＿seg }}$ for（P，R，F）． $n_{\text {correct＿seg }}$ will amount those segmentations satisfied


Fig．3．Printed view of＂Pitcher＂sequence．


Fig．4．Cluster results of segmentation of＂Pitcher＂．
$l_{\text {relevant＿seg }}(j)-\beta \leq l_{\text {retrieved＿seg }}(i) \leq l_{\text {relevant＿seg }}(j)+\beta$（8） where $l_{\text {relevant＿seg }}(j)$ is the location（frame index）for the $j$－th rele－ vant segmentation in $n_{\text {relevant＿seg }}(k), l_{\text {retrieved＿seg }}(i)$ is the location for the $i$－th retrieved segmentation in $n_{\text {retrieved＿seg }}$ ，and $\beta$ is a range considering the correctly retrieved．If $\beta$ is 5 ，then it means the frames in 0.5 seconds will be considered as the same segmenta－ tion boundary since the test sequences are in 10 frames per sec－ ond．Although $\beta$ should depend on the sequences and the volun－ teers， 3 or 4 can be accepted in most of cases．

Then，precision and recall will be calculated as the function of vote number by eqs．（5）and（6）．Generally，small vote number means more segmentation in ground truth so that recall will be small and precision will be large．In our experiment，vote num－ ber is set as 4 （that is to say，at least $50 \%$ volunteers）．

## 4．2 New Approach Based on Set Theory

The evaluation approach above has some drawbacks in 3D video segmentation：one is that it is necessary to pre－define a threshold $\beta$ to calculate（ $\mathrm{P}, \mathrm{R}, \mathrm{F}$ ）；the other is only frame index difference is considered，which does not always match with the difference in perceptual quality．Figure 5 shows an example， where Pitcher \＃11 and Toshiko \＃56 are the shot boundaries by more than $50 \%$ volunteers，and Pitcher \＃6 and Toshiko \＃59 are the shot boundaries by one of our algorithms［5］．According to eq．（8），Pitcher \＃6 is not considered as correct segmentation while Toshiko \＃59 is considered as correct one although the two frames are more similar in the former case than in the latter case． When the motion of 3 D object is great，the difference of two frames is rather large even if they are very near by frame index． It suggests that the same $\beta$ has different meanings in different motion shots．In this section，new evaluation measures from set theory are proposed to avoid the drawbacks of conventional evaluation measures．


Fig．5．Two examples for segmentation results．

$\downarrow \operatorname{Set} A$
－Set B
Fig．6．Set $A$（ground truth）and Set $B$（from any algorithm）．
We regard the segmentation results（shot boundaries）as frame set．Let $A$ be the segmentation result from volunteers．Therefore， $A$ is the ground truth，which can be obtained as described in sec－ tion 3．Let $B$ be the segmentation results of our segmentation method（or any algorithm of 3D video segmentation）．Then，we need to define a＂reasonable＂＂similarity measure＂between set $A$ and set $B$ to evaluate the segmentation method（see Figure 6）．

$$
\begin{align*}
& A=\left\{a_{i}, i=0, \ldots, I-1\right\} \\
& B=\left\{b_{j}, j=0, \ldots, J-1\right\} \tag{9}
\end{align*}
$$

where $a_{i}$ means that the $a_{i}$－th frame is the $i$－th segmentation re－ garded by volunteers，$b_{j}$ means that the $b_{j}$－th frame is the $j$－th segmentation by our method．

Firstly，we define a measure to evaluate the over segmentation． The main requirement is the over segmentation will cause the measure larger while the missed segmentation will not affect it． Therefore，we define the difference between $b_{j}$ and $A$ as：

$$
\begin{equation*}
d\left(b_{j}, A\right)=\min _{i}\left(d\left(b_{j}, a_{i}\right)\right) \tag{10}
\end{equation*}
$$

where $d\left(b_{j}, a_{i}\right)$ is a distance between the $b_{j}$－th and $a_{i}$－th frame． The minimum value will try to find the corresponding bounda－ ries between $A$ and $B$ ，and show their distance．Then，we average the difference $d\left(b_{j}, A\right)$ as the evaluation measure of over segmen－ tation，which averages the distance of each boundary in set $B$ ．

$$
\begin{equation*}
d_{\text {over }}=\frac{1}{J} \sum_{j=0}^{J-1} d\left(b_{j}, A\right)=\frac{1}{J} \sum_{j=0}^{J-1} \min _{i}\left(d\left(b_{j}, a_{i}\right)\right) \tag{11}
\end{equation*}
$$

From eq．（11），if there is an over segmentation $b_{m}, d\left(b_{m}, A\right)$ will be larger，refer to Figure 6 ．Therefore，$d_{\text {over }}$ will become larger．The more over segmentations there are，the larger $d_{\text {over }}$ would be．Then，$d_{o v e r}$ can reflect the over segmentation．Since the missed segmentation is located in set $A$ ，it will have no influence on $d_{\text {over }}$ ．This definition is corresponding to precision，which also evaluates the over segmentation．

Then，corresponding to recall，another measure is designed to evaluate the missed segmentation，which，similarly，is defined as the average difference of $a_{i}$ and $B$ ．

$$
\begin{equation*}
d_{\text {missed }}=\frac{1}{I} \sum_{i=0}^{I-1} d\left(a_{i}, B\right)=\frac{1}{I} \sum_{i=0}^{I-1} \min _{j}\left(d\left(a_{i}, b_{j}\right)\right) \tag{12}
\end{equation*}
$$

From eq．（12），if there is a missed segmentation $a_{n}, d\left(a_{n}, B\right)$ will be larger．Therefore，$d_{\text {missed }}$ will become larger．The more missed segmentations there are，the larger $d_{\text {missed }}$ will be．$d_{\text {missed }}$ can reflect the missed segmentation．Since the over segmentation is located in set $B$ ，it will have no influence on $d_{\text {missed }}$ ．

Corresponding to $F$－measure，we define＂suitability＂as：

$$
\begin{equation*}
s=w_{1} d_{\text {over }}+\left(1-w_{1}\right) d_{\text {missed }} \tag{13}
\end{equation*}
$$

where $w_{l}$ is a weighting，$s$ is suitability．Note that different to（ P ， $\mathrm{R}, \mathrm{F}$ ），smaller the new measures are，better the performance is．

## 4．3 Analysis and Experiments

In this section，some analysis of the new evaluation is given， and the experiments on demonstrating the efficiency of the new evaluation are reported．

One interesting and important thing in the new evaluation is the definition of $d\left(a_{i}, b_{j}\right)$ ．A careful design of $d\left(a_{i}, b_{j}\right)$ can not only avoid the threshold problem but also achieve some other advantages．Two special cases are discussed：one can deduct the new evaluation to conventional one；the other can avoid the drawbacks of conventional one，which considers both the spatial distance and temporal distance．

In the first case，$d\left(a_{i}, b_{j}\right)$ is defined as：

$$
d\left(a_{i}, b_{j}\right)= \begin{cases}1 & \left|a_{i}-b_{j}\right|>\beta  \tag{14}\\ 0 & \left|a_{i}-b_{j}\right| \leq \beta\end{cases}
$$

Then，according to eq．（8）

$$
\begin{align*}
& d_{\text {over }}=\frac{n_{\text {over_s }_{-}} \text {seg }}{J}=1-\frac{n_{\text {correct_seg }}}{n_{\text {retrieved_seg }}}=1-\text { precision } \\
& d_{\text {missed }}=\frac{n_{\text {missed_seg }}}{I}=1-\frac{n_{\text {correct_seg }}}{n_{\text {relevant_seg }}}=1-\text { recall } \tag{15}
\end{align*}
$$

where $n_{\text {over＿seg }}$ is the number of over segmentation，and $n_{\text {missed＿seg }}$ is the number of the missed segmentation．Therefore，precision and recall are special cases in our new evaluation measures．

In the second case，we consider frame contents by Euclidean distance．However，if two frames in set $B$ are both near one frame in set $A$ ，which means an over segmentation in set $B$ ，this over segmentation is difficult to reflect by only Euclidean dis－ tance．To avoid this，$d\left(a_{i}, b_{j}\right)$ is defined as：

$$
\begin{equation*}
d\left(a_{i}, b_{j}\right)=\left|a_{i}-b_{j}\right| \times\left\|F V\left(a_{i}\right)-F V\left(b_{j}\right)\right\|_{2} \tag{16}
\end{equation*}
$$

where $F V\left(a_{i}\right)$ and $F V\left(b_{j}\right)$ are the feature vectors of the $a_{i}$－th frame and the $b_{j}$－th frame．In eq．（16），the first part is the frame index difference，which means the temporal distance，and the second part is the Euclidean distance，which means the spatial distance． This definition also avoids the mismatch between two frames in set $A$ and set $B$ ，whose feature vectors are similar but frame in－ dexes are very different．Such a mismatch will reduce the result．

It is found that there are strong correlations between the two evaluation approaches as shown in Figure 7．The average corre－ lation between the two is 0.9335 ，detailed in Table 1．In this experiment，we randomly select 9 segmentation results in differ－ ent parameters by our method［5］．The vote number is set as 4 in our experiment．

Briefly，the advantages of our evaluation measures are：
（1）We do not need to define the threshold $\beta$ ，which is neces－ sary in precision and recall．
（2）Precision and recall are special cases in our new measures．
（3）The new evaluation is more accurate and reasonable．

Table 1 Correlations between two evaluation measures．


Fig．7．Correlations between two evaluation measures．
We consider both the content of two frames and the frame in－ dex difference instead of only the frame index difference．In other words，both spatial distance（by Euclidean distance of $F V$ s） and temporal distance（by frame index difference）are included in our evaluation measures，which is more complete．

## 5．Conclusion

In this paper，a new evaluation approach for 3D video segmen－ tation has been proposed．We described in detail how to obtain the ground truth for 3D video segmentation system after pointing out the difficulty．Then，new evaluation measures based on set theory have been presented，whose efficiency was demonstrated by our experiments．Moreover，precision and recall are included as special cases of the proposed approach．The advantages of new evaluation approach have been discussed due to adopting both the spatial and temporal distances．Also，it is possible to apply them in other systems similar to 3D video segmentation without or with little modification．
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