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Study of Extracting Multi-modal features for Recang Sign Language
Vocabularies that Combine Facial Expressions antHzestures

Luo Dant

1. Introduction

The use of gesture as a natural interface playsitarost
important role for achieving intelligent Human Cortgru
Interaction (HCI). In this paper, we describe a stage method
for extracting multimodal features, including fdcexpression,
hand motion and hand shape features which arecéatrdrom
image frames. The first stage uses Modified Censassform
(MCT) based detector to propose face and hand positsing

Adaptive GMM. A second stage we combine the DCT tase

facial feature and hog hand shape feature with Haodtion
temporally, which are dimensionally reduced.

2. System Overview

Human gestures include different components ofaliaations
such as motion of hands, face, and torso, to comesning. So
far, in the field of gesture recognition, most poess work has
focused on classifying a couple simple hand gest{té An
integrated approach to human gesture recognitioggigired that
combines the various visual cues available usinecigfized,
complementary techniques, aiming to extract s#fitiaggregate
information for robust recognition. In this papere present a
multimodal-based gesture recognition framework, chhi
combines different groups of features, facial egpi@n, hand
shape and motion which are extracted from the insaggiences
acquired by a single web camera. The system refalasses of
human gestures with facial expression includingtra¢ye.g. a
sign "feel"), negative (e.g. "angry") and positifeeg. "excited")
meanings from American Sign Languages.

In our approach, we build on ideas from the presiaork [3]
and extend them to extract sufficient multimodadtéees. Our
aim is to implement an integrated system whichaetsr different
modalities of features (hand motion, and facial regpion
features) and combination strategies. Our methotddding the
multimodal features consists of two main modulemdfeature
extraction, and face feature extraction. We contbirieese
features as multimodal features using weighted swatihod. The
next two sections elaborate on the multimodal festextraction
and experiment, respectively.

2. Multimodal Features

The MCT-based face detector is used to localizeptigtion
of face in each frame and locate the eyes withendtttected face
region. The detected eye positions suffice to ntimmahe face
localization. A rigid transformation is applied gt the eyes are
located in a fixed position in the aligned face gmaFrom the
aligned image, we build the skin color database maod-skin
color database for hand segmentation using adajpdiviMs
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(Gaussian Mixture model). Here we obtain the fatmh kand
hand blobs to build multimodal features [1]. Figllows some
frames of a signer performing the sign gesturejtest. Face is
detected and overlaid with bounding box normaliisd eye
location. The red and blue points indicate the roéds of the
segmented left and right hand blobs.
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Fig.1 Detection and segmentation result:’excited”.

frame #2

3.1 Facial Features

We compute the facial feature vector accordincheorhethod
which has proven to provide a robust representatfche facial
appearance in real-world applications. In shom, aligned face
is divided into non-overlapping blocks ok& pixels resulting in
64 blocks. On each of these blocks, the 2-dimems$idiscrete
cosine transform (DCT) is applied and the resultD@T
coefficients are ordered by zig-zag scanning @&y, Cio0 Co 1.
Co2 Ci1 Coo ...). From the ordered coefficients, the first is
discarded for illumination normalization. The follmg 5
coefficients from all blocks, respectively, are catenated to
form the facial appearance feature vector X564=320

dimensional). See the proposed method for det2jis |
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Fig.2 Examples of facial expression trajectories.

Since the signer may have expression in differatgnisity,
and some signs may not correspond to specific egjme class,
we extract a low dimensional representation foialaexpression.
The face feature vector is projected onto an “esgiod sub-
space” using PLS (partial least squares). The ‘&sgion sub-
space” is learned on a subset of the FEED datddased CK+
[5]. We select face images in different expressigensities of
seven different expressions. After PLS, we tramsfax face
feature vector into a 6 dimensional vector in thepression sub-
space”. Similar facial expression should have léstaghce in this
sub-space. Similar to the hand trajectory, we spre facial
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expression with “expression trajectory” in the “eagsion sub-
space” over a video sequence. Fig.2 shows faciptession
trajectories of example gestures from two peoplapd p2. We
could see the yellow line indicates the energysofiting” during

the sign gesture. Obviously, “angry” has fewer smilthan
“excite” and “happy” had more smiles than “excitetough the
gesture sequences. Note that the curves are vay Ipecause of
the noise in face alignment. We smooth the curviés & low

pass filter. The similarity of facial expressiondalculated by
matching the “expression trajectory” during clagsid.

3.2. Hand Features

We use the centroids of the left and right handbsldo
generate hand motion trajectories over the whalewisequence
shown in Fig.3 by three gesture samples. The gtbispatial
hand motion trajectories are normalized using thistadce
between face and hands in the first frame of aoyidehich
normalize the scale variation of the trajectoriemrf different
signers and recordings.
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Fig.3 Examples of hand motion trajectories.
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Fig.4 Segmentation mask results

In each frame of the video sequence, we segmenintage
with the color database built during face detectwagress so
that face blob and hand blobs are obtained showéiigi4 with
mask. Here we normalize and rescale the detecéigiom using
the radius of face region to 12&56. The main features for
characterizing our blob images are normalized llues from a
Pyramid of Histogram of Oriented Gradients (PHO&])With 8
bins/level, and 2 sublevels, resulting in a featteetor size of 8

X (1+2+4%) = 168. Obtaining a Histogram of Oriented Gradient

(HOG) involves calculating a gradient direction amdgnitude
for every pixel in the segmented hand region awdeiiige of the
face region binning these gradients by their dioactwith a
weight based on their magnitude. We next add to feature

vector a histogram of intensities, binning intepsialues along
with our original oriented gradient values. Thisiauaddition
effectively doubles the length of our feature vecto 336
dimensions. Using a simple Support Vector MachiS&N])

with a linear classifier, and using 70-30 crossdadion to train
and test hand shape features, we find that wekdeeta quickly
achieve a precision of 86.1% on a training seiz& 36 with test
set 144.

4. Experiment

The database contains 180 video clips of 12 sigstuge
vocabularies with facial expression performed ¥ ttmes by 3
signers. Each video clip has a spatial resolutibrb4x 480
pixels with 25fps from frontal view. The data-sefsplit into two
independent data-sets: a training set and a testtg-set for
evaluation. The training set contains one recordiagsion per

person, i.e. 1X3=36 video clips. The rest of the clips are used

for test. Global Multimodal feature is built by fatexpressional
features, hand trajectories and hand shape featimeshe
experiment, we first conduct experiments on recggi sign
gestures using single modality based on condemsatgorithm
[3]. Using hand trajectory only, 85.4% of the videlps in the
testing set can be correctly recognized. By combinthe
classification scores of facial feature and handpshmodality
with scores of weighted sum rule, the accuracyitou93.4%.

5. Conclusion

We proposed an integrated framework that aims @mheting
multimodal information for recognizing human gestuselected
from American Sign Language. AAM is used to extrétial
motion feature to capture face expression and pdeemation.
Linear discriminate analysis is used to select nd@striminative
facial features for gesture recognition. Hand timjges are
obtained with respect to the HFLC system. The systam
exploit both feature level and decision level fusstrategies.
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