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1. Introduction
Word segmentation in natural language processing is a

task of splitting a given character string into its component
words. With languages based on Latin characters, the word
segmentation is trivial because a space character is given to
be a word delimiter. However, the word delimiter is not triv-
ial with many Asian languages (e.g. Chinese, Japanese, Ko-
rean, Vietnamese), and must be estimated. This has led to a
long investigation on how to estimate word segmentations in
languages mainly found in the Asian region.

Considering Japanese, much research has been conducted
in this field, making many morphological analyzers[1][2][3]
available to public. All of these methods use a dictionary,
which is a list of registered words with values assigned to
represent its cost. The benefits of using a dictionary is that
it is fast and efficient. The drawback is that the cost of con-
structing and updating the dictionary is expensive.

Previous work[4] have proposed a scheme for word seg-
mentation based onn-gram models. Ann-gram model used
in word segmentation is based on the co-occurrence of two
adjacent character strings. In comparison with using a dic-
tionary, then-gram model approach is more easier to con-
struct and modify, because the co-occurrence of the two
characters can be easily calculated by a computer.

The method proposed in [4] uses a 2x2 contingency ta-
ble to determine whether a pair of strings are related to
each other. Their method use a scoring scheme[5] based on
AIC[6] to examine the relationship of a pair of strings. If the
appearance of a given pair of strings are found to be related
to each other, we can estimate that they are more likely to
form a word. However, the method does not consider the
presence of a word segmentation label when creating the
contingency table to calculate the score assigned to a word.
In some cases, it is possible the score can disagree with the
co-occurance of a pair of strings, therefore can have a neg-
ative effect towards accuracy. In this paper, we extend the
method mentioned in [4] by using a 2x4 contingency table
instead of a 2x2 contingency table in order to also consider
of the presence of the word segmentation.

2. Problem Formulation
In this section, we illustrate the problem of estimating a

word segmentation using ann-gram model. First, a given
character string can be represented asS. S consists of
k characters, where each character can be represented as
c1, c2, ...ck. The area between each character can be rep-
resented as candidates for a word segmenation, or boundary,
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therefore can be represented asb. When the word consists
of k characters, the word segmentation can be represented
asb1, b2, ...bk−1. The task in word segmentation is guessing
the value ofb on whether it is a word segmentation (+1) or
not (-1).

As an example, we show in Figure 1 the process of de-
termining whetherb3 is a word segmentation in the 6 letter
word “FOOBAR”. Using features surroundingb3 can help
determine the value ofb. One suggestion is using the char-
acters immediately afterb3, (e.g.c4, which is represented as
c) or using combinations of adjacent characters surrounding
b3 (e.g.c1 + c2 + c3, which is represented ass). Given these
features, we must provide a method to distinguish which fea-
tures are more useful than the others.

Figure 1: Formulation of the word segmentation problem

3. Proposal
Our process requires two steps; First, calculate the score

E to assign towards a givens, c, andb, then transform our
features to use as training data for a classifier.

3.1 Calculation Procedure

In [4], four features were used to construct a 2x2 contin-
gency table. Specifically, the four features were: the fre-
quency of whens appeared beforec, the frequency of when
s appeared before characters other thanc, the frequency of
when string characters other thans appeared beforec, and
the frequency of when string characters other thans ap-
peared before characters other thanc. We extend the idea
of using a 2x2 contingency table to using a 2x4 contingency
table, as shown in table1, which now includes information
whetherb is a word segmenation or not. The necessary val-
ues used in a 2x4 contingency table is as follows:

• n11 : The frequency of whens is followed byc, andb is a
word segmentation.

• n12 : The frequency of whens is followed by¬c, andb is a
word segmentation.

• n13 : The frequency of when¬s is followed byc, andb is a
word segmentation.
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Table 1: 2x4 Contingency Table fors, c andb
s ∧ c s ∧ ¬c ¬s ∧ c ¬s ∧ ¬c

b n11 n12 n13 n14

¬b n21 n22 n23 n24

Table 2: Contingency Table for CaseM1
s ∧ c s ∧ ¬c ¬s ∧ c ¬s ∧ ¬c

b p11 × q p11 × (1 − q) p12 × q p12 × (1 − q)
¬b p21 × q p22 × (1 − q) p22 × q p22 × (1 − q)

• n14 : The frequency of when¬s is followed by¬c, andb is a
word segmentation.

• n21 : The frequency of whens is followed byc, andb is not
a word segmentation.

• n22 : The frequency of whens is followed by¬c, andb is not
a word segmentation.

• n23 : The frequency of when¬s is followed byc, andb is not
a word segmentation.

• n24 : The frequency of when¬s is followed by¬c, andb is
not a word segmentation.

• n: The total number of all observed combinations ofs, c, and
b. (n11 + n12 + n13 + n14 + n21 + n22 + n23 + n24)

Given these values, we then compare 4 hypotheses, being:
s relates tob being a word segmentation (M1), c relates to
b being a word segmentation (M2), boths andc relates tob
being a word segmentation (M3), or nors andc relates tob
being a word segmentation (M0). We illustrate the formula
for each modelM1, M2, M3 andM0 as follows:

(M1): s relates tob being a word segmentation

The possibility ofs deciding whetherb is a word segmenta-
tion can be represented as variablesp11, p12, p21, p22. The
values of variablesp11, p12, p21, p22 are decided by variable
q. In this case,p11 + p12 + p21 + p22 = 1. The 2x4 contin-
gency table is as shown in Table 2.

MLL(M1) =

(n11 + n12) log(n11 + n12) + (n13 + n14) log(n13 + n14)

+ (n21 + n22) log(n21 + n22) + (n23 + n24) log(n23 + n24)

+ (n11 + n13 + n21 + n23) log(n11 + n13 + n21 + n23)

+ (n12 + n14 + n22 + n24) log(n12 + n14 + n22 + n24)

− 2n log n (1)

AIC(M1) = −2 × MLL + 2 × 4 (2)

(M2): c relates tob being a word segmentation

The possibility ofc deciding whetherb is a word segmenta-
tion can be represented as variablesq11, q12, q21, q22. Vari-
ablesq11, q12, q21, q22 are decided by variablep. In this case,

Table 3: Contingency Table for CaseM2
s ∧ c s ∧ ¬c ¬s ∧ c ¬s ∧ ¬c

b p × q11 p × q12 (1 − p) × q11 (1 − p) × q12

¬b p × q21 p × q22 (1 − p) × q21 (1 − p) × q22

Table 4: Contingency Table for CaseM3
s ∧ c s ∧ ¬c ¬s ∧ c ¬s ∧ ¬c

b p11 p12 p13 p14

¬b p21 p22 p23 p24

q11 + q12 + q21 + q22 = 1. The 2x4 contingency table is as
shown in Table 3.

MLL(M2) =

(n11 + n12 + n21 + n22) log(n11 + n12 + n21 + n22)

+ (n13 + n14 + n23 + n24) log(n13 + n14 + n23 + n24)

+ (n11 + n13) log(n11 + n13) + (n12 + n14) log(n12 + n14)

+ (n21 + n23) log(n21 + n23) + (n22 + n24) log(n22 + n24)

− 2n log n (3)

AIC(M2) = −2 × MLL + 2 × 4 (4)

(M3): Both s and c relates tob being a word segmentation

The possibility of boths andc deciding whetherb is a word
segmentation can be represented as variablesp11, p12, p21,
p22 andp21, p22, p23, p22. In this case,p11 + p12 + p13 +
p14 + p21 + p22 + p23 + p24 = 1. The 2x4 contingency table
is as shown in Table 4.

MLL(M3) =

n11 log n11 + n12 log n12 + n13 log n13 + n14 log n14

+ n21 log n21 + n22 log n22 + n23 log n23 + n24 log n24

− n log n (5)

AIC(M3) = −2 × MLL + 2 × 7 (6)

(M0): Nor s or c, separate or combined, are related tob

Hypothesis: The presence ofs, c, ands ∧ c are determined
by individual variablesp, q, r. The 2x4 contingency table is
as shown in Table 5.
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Table 5: Contingency Table for CaseM0
s ∧ c s ∧ ¬c ¬s ∧ c ¬s ∧ ¬c

C p × q × r p × q × (1 − r) p × (1 − q) × r p × (1 − q) × (1 − r)
¬C (1 − p) × q × r (1 − p) × q × (1 − r) (1 − p) × (1 − q) × r (1 − p) × (1 − q) × (1 − r)

MLL(M0) =

(n11 + n12 + n13 + n14) log(n11 + n12 + n13 + n14)

+ (n11 + n12 + n21 + n22) log(n11 + n12 + n21 + n22)

+ (n11 + n13 + n21 + n23) log(n11 + n13 + n21 + n23)

+ (n21 + n22 + n23 + n24) log(n21 + n22 + n23 + n24)

+ (n13 + n14 + n23 + n24) log(n13 + n14 + n23 + n24)

+ (n12 + n14 + n22 + n24) log(n12 + n14 + n22 + n24)

− 3n log n (7)

AIC(M0) = −2 × MLL + 2 × 3 (8)

After calculatingAIC(M1), AIC(M2), AIC(M3) and
AIC(M0), we follow the algorithm shown in Figure 2 to se-
lect the approriate AIC model and calculate scoreE. The al-
gorithm searchs for a model with the hypothesis that at least
one of the three models(M1,M2,M3) has a more higher
likeliness than the independent model(M0). If not, (M0) is
selected andE = 0.

If one of the three models is selected, the selected model
(Mf ) is tested to see if the feature within the model is more
related tob being a word segmentation thanb not being a
word segmenation. In case the selected model fulfull the
condition mentioned above, scoreE is calculated by sub-
tractingAIC(Mf ) from AIC(M0). Otherwise, the algo-
rithm searches for the next most likely model to be applied,
until the independent model(M0) has the highest likeliness.

3.2 Transformation to SVM feature

We illustrate on how to use the obtained features to train
a classifier. In our current implementation, we use a Support
Vector Machine[7] (SVM) to determine whetherb is a word
segmentation. IfS is made up ofk characters, we must pre-
parek − 1 SVM instances, which is impractical whenS is
a long string. Therefore, we use a “window” scheme which
decomposeS into smaller strings made up ofL characters.

As an example, we show in Figure 3 on how to transform
S = “FOOBAR” into smaller windows of the size ofL. Note
that since we are creating training data, all values ofb in the
figure is trivial. In order to create features for SVM forb3 in
S, we extracts andc combinations which are related tob3.
In this example, they are the following combinations:

• s11 = c1 + c2 + c3, c11 = c4 (“FOO” + “B”)

• s21 = c2 + c3 + c4, c21 = c5 (“OOB” + “A”)

• s31 = c3 + c4 + c5, c31 = c6 (“OBA” + “R”)

Figure 2: Selection of AIC model used to calculate scoreE

Froms11, s21, ands31, we can also create the following
combinations:

• s12 = c2 + c3, c12 = c4 (“OO” + “B”)

• s13 = c3, c13 = c4 (“O” + “B”)

• s22 = c3 + c4, c22 = c5 (“OB” + “A”)

• s23 = c4, c23 = c5 (“B” + “A”)

• s32 = c4 + c5, c32 = c6 (“BA” + “R”)

• s33 = c5, c33 = c6 (“A” + “R”)

For each of the 9 string combinations, we assign their as-
sociating values:n11, n12, n13, n14, n21, n22, n23, n24,
AIC(M0), AIC(Mf ) andE. Finally, we unify the 9 sets
of features into a single sample and add the value ofb as the
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Figure 3: Formulation of window based onL

Table 6: Experiment Results
2x4 Contingency Table 2x2 Contingency Table

Precision 0.9525 0.8536
Recall 0.9545 0.8519

f-measure 0.9534 0.8527

label for the sample, resulting with a sample with the labelb
and 99 dimensions, which can be used as training data for an
SVM. For the estimation phase, we conduct the same proce-
dure above to transform a given stringS into SVM features.

4. Evaluation

For evaluation, we used the Kyoto University Corpus[10],
because it is often used as a benchmark in tasks for natu-
ral language processing with Japanese. As a classifier, we
choosed to use LIBLINEAR[8], an SVM implementation
based on linear regression and is aimed to be used for large
scale application[9]. For parmeters, we usedc = 1 for cost,
andL = 4 for the window size.

The data set of [10] consists of approximately 40,000 doc-
uments. We selected 1,000 documents randomly from the
data set to use as testing data, and the remaining data set as
training data. We conducted this process 3 times, and used
the average value of precision and recall to measure the ac-
curacy.

The result is shown in Table 6. The accuracy is measured
by using precision, recall and accuracy. We found the pro-
posed method was accurate by 0.95 in both precision and re-
call. In turn, the conventional method was accurate by 0.85
in both precision and recall. From this, it can be said that
creating features based on the co-occurance of a given pair
of strings and also the existence of a word segmentation is
more accurate by 0.1 in F-measure than judging from only
the co-occurrence of the pair of strings.

5. Conclusion
In this paper, we proposed a word segmentation scheme

which uses feature selection method with ann-gram model.
Unlike conventional methods which use a 2x2 contingency
table to calculate the relationship of a pair of strings, our
proposal uses a 2x4 contingency table to evaluate the rela-
tionship of a pair of strings and also whether there is a word
segmentation between them. Using a newspaper corpus, we
achieved 0.95 in both precision and recall. We found that the
2x4 contignency table created more accurate features than
using an 2x2 contingency table, which resulted with a im-
provement in F-measure by 0.1.
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