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Abstract
Network localization is important for networks

with no prefixed positions of network nodes such as
sensor networks. We are given a subset of the set of(

n
2

)
pairwise distances among n sensors in some Eu-

clidean space. We want to determine the positions of
each sensors from the (partial) distance information.
The input can be seen as an edge weighted graph.
In this paper, we present some efficient algorithms
that solve this problem using the structures of input
graphs, which we call the cores of them. For instance,
we present a polynomial-time algorithm solving the
network localization problem for graphs with con-
nected dominating sets of bounded size. This algo-
rithm allows us to have an FPT algorithm for some re-
stricted instances such as graphs with connected ver-
tex covers of bounded size.

1 Introduction
Nowadays sensor networks are used for many im-

portant practical applications such as monitoring en-
vironmental data (see e.g. [8, 25]). Since the nodes
in a sensor network do not have physical access to
each other, sometimes we should construct it with-
out prefixed positions of the nodes even if it is not
a dynamic network; that is, the nodes are not mov-
ing. For example, assume that we want to monitor
some contaminated environment. It is not possible
to put a sensor node manually at a prefixed position
since the area is contaminated. Thus we use some fly-
ing devices like unmanned helicopters to drop sensor
nodes from high altitude. After that we can collect
data by crawling the area by the same flying device.
Using unmanned aerial vehicles has become a com-
mon technique in practical sensor networking [5]. To
analyze the contaminated area in detail, it is useful
to have spatial data of the nodes. With spatial in-

formation, we can decide which area is contaminated
and which area is not. The problem to determine the
positions of each node in network is the network lo-
calization problem [2]. Equipping each node with a
GPS (Global Positioning System) device might be an
answer. However, it would be too expensive and im-
practical if the number of nodes is large. Instead of
equipping GPS devices, we consider the following
setting:

• each node can communicate with some other
nodes;
• if two nodes communicate, then they can mea-

sure the distance between them;
• the central device (e.g. a helicopter) collects the

distance information with IDs.

The localization problem of this setting is formalized
by using graphs as follows.

Problem: Weighted Graph Embeddability in d-
space (WGEd)

Instance: A graph G with nonnegative weights
we ≥ 0 on each edge e ∈ E(G).

Question: Is there a mapping f : V(G) → Rd such
that wuv = dist( f (u), f (v)) for each uv ∈ E(G),
where dist( f (u), f (v)) is the Euclidean distance
between f (u) and f (v)? (We call such a mapping
f a d-embedding of G.)

Unfortunately, WGEd is known to be strongly NP-
hard in general and weakly NP-hard for cycles.

Theorem 1.1 (Saxe [23], Feder and Motwani [11]).
For every positive integer d, WGEd is NP-hard even
if every edge has weight one or two. Furthermore,
WGE1 is weakly NP-complete even for cycles.

Theorem 1.1 implies that a partial distance matrix
corresponding to a graph is not always helpful to de-
cide the embeddability. Therefore, it is an interesting
problem to ask which graphs (and which d) provide

1

FIT2011（第 10 回情報科学技術フォーラム）

Copyright © 2011 by Information Processing Society of Japan and
The Instiute of Electronics, Information and Communication Engineers
All rights reserved.

 191

A-020

(第1分冊)



a sufficient condition for designing an efficient algo-
rithm for deciding embeddability. This paper gives
an initial work for this direction of research. Con-
sidering Theorem 1.1, we have the following natu-
ral questions: (1) If there is no long cycle without
a chord, does the problem remain to be hard? (2)
Is the complexity of the problem monotone with re-
spect to the dimension d of the embedded space? (3)
If there is a dominating set S for which the embed-
ding can be uniquely determined or the number of
possible embeddings is small enough, can we design
an efficient algorithm for the reconstruction (this cor-
responds to the problem in surveying engineering)?
We answer to each of these questions. Namely, we
give a polynomial-time algorithms to solve WGEd for
chordal graphs (d ≥ 1), for cycles (d ≥ 2), and for
graphs with small connected dominating sets (d = 1).
Our results with Theorem 1.1 give an evidence of that
the complexities of the problem in lower- and higher-
dimensions are incomparable in general. We also
consider a variant of the problem defined by Feder
and Motwani [11], in which two distinct points can-
not have the same position.

We assume a computational model used by
Saxe [24] in which real numbers are primitive data
objects on which exact arithmetic operations (includ-
ing comparisons and extraction of square roots) can
be performed in constant time.

Some proofs are omitted due to space limitations.

2 Preliminaries
All graphs in this paper are finite, undirected, edge-

weighted, and without self-loops and parallel edges.
We denote the vertex set and the edge set of a graph G
by V(G) and E(G), respectively. A graph is connected
if it has a path between each pair of vertices.

A graph H is a subgraph of G, if V(H) ⊆ V(G) and
E(H) ⊆ E(G). A subgraph H of G is induced with
V(H) if E(H) = E(G) ∩

(
V(H)

2

)
. A graph G is chordal

if every induced cycle of G is of length three [14].
A vertex set S ⊆ V(G) is a dominating set of G, if

each vertex in V(G) \ S has a neighbor in S . A vertex
set S ⊆ V(G) is a p-dominating set if every vertex in
V(G) \ S has at least p neighbors in S . For example,
in K3 any two vertices form a 2-dominating set. A
vertex set S ⊆ V(G) is a vertex cover of G, if every
edge of G has an end in S . From the definitions, it is
easy to see that if a graph G has no isolated vertex,
then any vertex cover of a graph G is a dominating
set of G. A dominating set (a vertex cover) S is a
connected dominating set (a connected vertex cover,
respectively) if G[S ] is connected (see Fig. 1).

Connected Dominating Set Connected Vertex Cover

Fig. 1 A connected dominating set and a con-
nected vertex cover.

Feder and Motwani [11] studied th problem Graph
Turnpike (GT), which is equivalent to the problem
WGE1. They also studied the following variant of
GT in which two distinct points are not allowed to
have the same position.

Problem: Graph Turnpike with Distinctness
(GTwD)

Instance: A graph G with nonnegative weights
we ≥ 0 on each edge e ∈ E(G).

Question: Is there a mapping f : V(G) → R such
that f (u) , f (v) for u , v, and wuv = | f (u)− f (v)|
for each uv ∈ E(G)?

They showed that this variant is also weakly NP-hard
for cycles [11]. Obviously, GTwD can be generalized
to higher-dimensions. We call a variant of WGEd,
in which two distinct points must have different posi-
tions, WGEd with Distinctness (WGEdwD).

3 The length of longest induced cycles
and the dimension of spaces

In this section, we present answers to the following
questions in Introduction.

1. If there is no long cycle without a chord, does the
problem remain to be hard?

2. Is the complexity of the problem monotone with
respect to the dimension d of the embedded
space?

The first question is natural since no NP-hardness
is known for the graphs of bounded length of in-
duced cycles (this can be seen by carefully reading the
proofs in [23, 11]). We shall prove that if the length
of every induced cycle is no more than three, then
the problems WGEd and WGEdwD can be solved in
polynomial time for any d. To answer the second
question, we consider the problem for cycles in d-
space with d ≥ 2. It turns out that the problem is
hard for cycles only if d = 1. Thus the case d = 1
is somewhat exceptional for them. We first show the
easier result on cycles and then prove the tractability
for chordal graphs.
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3.1 Cycles in higher-dimensional spaces
As we mentioned, it is known that WGE1 is NP-

complete on cycles. Here, we shall show that for d ≥
2, WGEd can be solved in linear time for cycles.

Theorem 3.1. If d ≥ 2, then WGEd is solvable in
linear time for cycles

Proof. Omitted. �

3.2 Polynomial-time algorithm for WGEd on
chordal graphs

Next we prove that WGEd on chordal graphs can
be solved in polynomial time for every fixed positive
integer d. To this end, we need some definitions.

A separator of a graph G is a vertex set S ⊆ V(G)
such that there exist two vertices of G that are con-
nected in G but not in G − S . A separator of a graph
G is a clique separator if it induces a complete graph
in G. A vertex v of G is simplicial if NG(v) induces
a complete graph. Let G be an n-vertex graph and
v1, v2, . . . , vn be an ordering of V(G). For 1 ≤ i ≤ n,
we define Gi to be the subgraph of G induced by
{vi, vi+1, . . . , vn}. Then the ordering v1, v2, . . . , vn is a
perfect elimination ordering if for 1 ≤ i ≤ n, the ver-
tex vi is simplicial in the graph Gi. Note that NGi (vi)
is a clique separator of Gi.

It is well known that chordal graphs are charac-
terized by perfect elimination ordering, and a perfect
elimination ordering of a chordal graph can be found
in linear time.

Theorem 3.2 (Fulkerson and Gross [12]). A graph G
is chordal if and only if G has a perfect elimination
ordering.

Theorem 3.3 (Rose, Tarjan, and Lueker [22] and Tar-
jan and Yannakakis [26]). A perfect elimination or-
dering of a chordal graph can be found in linear time.

Saxe [24] showed that if a graph is a complete
graph, then WGEd on it is easy and its d-embedding,
if any, is unique.

Theorem 3.4 (Saxe [24, Appendix II]). For any fixed
d, WGEd can be solved in O(m) time for an edge-
weighted complete graph G of m edges. Furthermore,
if G has a d-embedding f , then it is unique up to rota-
tion and translation and f can be found in O(m) time.

Using Theorems 3.2, 3.3, and 3.4, we shall prove
the polynomial-time solvability of WGEd on chordal
graphs. We first prove the following lemma, which is
of independent interest.

Lemma 3.5. Let G be a connected edge-weighted
graph, d be a fixed positive integer, and S ⊆ V(G)

be a clique separator of G. Let G1 and G2 be two in-
duced subgraphs of G such that V(G1) ∩ V(G2) = S
and V(G1) ∪ V(G2) = V(G). Then, G has a d-
embedding if and only if both G1 and G2 have d-
embeddings.

Proof. Omitted. �

Now we are ready to prove the theorem.

Theorem 3.6. For edge-weighted chordal graphs,
WGEd can be solved in polynomial time for any fixed
positive integer d.

Proof. Omitted. �

Note that the result in this subsection can be seen
as a variant of a result by Laurent [21] who showed
that the problem to decide whether a chordal graph
can be embedded in d-space, for some d (not given),
is solvable in polynomial time.

4 Algorithms for graphs with dominating
cores

In geometry and surveying engineering, it is well
known that if we have a position of a simplex T and
one knows all distances from p to the set of d+ 1 ver-
tices of T , the position of p is uniquely determined.
Thus, we can consider d(d + 1) variables correspond-
ing to the positions of vertices of T to have a system
of equations that seems to be numerically soluble if
d is a constant. However, we need to consider a de-
generate case. For example, suppose that d = 3 and
we have m points on a line in space, and the rest of
n − m points are located on a plane perpendicular to
the line. Then, there remains exponential number of
possible locations even if we have the set of all dis-
tances corresponding to the bipartite graph, and we
currently have no polynomial-time solution for the
general case. However, for d ∈ {1, 2}, we can solve
the problem with some assumption.
4.1 General frameworks for d ∈ {1, 2}

For d ∈ {1, 2}, we can solve the problem if a graph
has a dominating set for which the possible embed-
dings are efficiently enumerated. Such a dominating
set can be seen as a core of the sensor network. We
first present the following general frameworks.

Theorem 4.1. Let G and S be a given n-vertex graph
and its dominating set which is also given. If all pos-
sible candidates of 1-embeddings of G[S ] can be enu-
merated in O(g(|S |)) time, then we can solve WGE1
and WGE1wD in O(g(|S |) · n2) time.

Proof. Omitted. �
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Theorem 4.2. Let G and S be a given n-vertex graph
and its 2-dominating set which is also given. If all
possible candidates of 1-embeddings of G[S ] can
be enumerated in O(g(|S |)) time, then we can solve
WGE2wD in O(g(|S |) · n2) time.

Proof. Omitted. �

Note that our proof technique used in the proofs
of Theorems 4.1 and 4.2 can not be used directly for
the case d ≥ 3. This is because instead of assuming
distinctness, we have to assume the general position
constraint for d ≥ 3. However, if we use SAT as in
the proofs to check the general position constraint,
then we have some clauses with more than two liter-
als. This make the SAT instance intractable since the
k-SAT problem is NP-hard for any fixed k ≥ 3 [13].
4.2 Applications of general frameworks

In this subsection, we present several practical ap-
plications of our frameworks; that is Theorems 4.1
and 4.2. The simplest application is for graphs with
dominating cliques. Combining Theorems 3.4, 4.1,
and 4.1, we have the following corollary.

Corollary 4.3. For graphs with dominating cliques,
WGE1 and WGE1wD can be solved in O(n2) time.
For graphs with 2-dominating cliques, WGE2wD can
be solved in O(n2) time, where n is the number of ver-
tices.

From the corollary above, one may think that if a
graph has a dominating core with a unique embed-
ding, then the localization problem can be solved in
polynomial time. In practice, if sensors of a two-
dimensional sensor network are densely enough dis-
tributed, then it is likely that the sensor network has
a large subgraph G that has 2-dominating set S such
that G[S ] has a unique embedding. If the localiza-
tion problem can be solved for G[S ], then the prob-
lem is also solvable for G by Theorems 4.2. If G
covers a large part of the sensor network, then we
can just ignore the remaining part or may locate the
remaining part using the embedding of G. Aspnes
et al. [2] studied the localization problem for graphs
with unique embeddings using rigidity theory (see
e.g. [15, 19, 20]), and show that the localization prob-
lem for these graphs is NP-hard, unfortunately. How-
ever, it is not known whether the problem is NP-hard
for rigid graphs with additional conditions; for exam-
ple, rigid unit disk graphs (see [4] for the definition
of unit disk graphs).

The next application shows that although its em-
bedding is not unique, a small connected dominating
set makes the problem easy.

Theorem 4.4. Given an edge-weighted graph G with
n vertices and its connected dominating set S of size
k, WGE1 and WGE1wD can be solved in O(2kn2)
time.

Proof. Let T be a spanning tree of G[S ]. From a 1-
embedding of T , we can obtain an orientation of the
edges E(T ). If fS is a 1-embedding of G[S ], then
it is also a 1-embedding of T . Since the number of
possible orientations of T is O(2k), we can conclude
that the number of all non-congruent 1-embeddings
of G[S ] is O(2k). Now we can apply Theorem 4.1.
This completes the proof. �

Note that the above theorem is a generalization
of Theorem 3 in [11], which states that WGE1 and
WGE1wD can be solved in polynomial time if the in-
put graph has a vertex adjacent to all other vertices.

An example of graphs that have small connected
dominating sets is a graph G with a spanning com-
plete bipartite graph Kn1,n2 . Let v1, v2 ∈ V(G) be
vertices that have different colors in a proper color-
ing of its spanning complete bipartite graph. Clearly,
S = {v1, v2} is a connected dominating set of G. Thus
we have the following corollary.

Corollary 4.5. Let G be an edge-weighted n-vertex
graph with a spanning complete bipartite graph.
Then WGE1 and WGE1wD can be solved in O(n2)
time.

Graphs with spanning complete bipartite graphs are
called join graphs, since they are constructed by the
join operation [17]. The class of join graphs includes
very important graphs such as complete graphs, com-
plete bipartite graphs, and complete k-partite graphs.
More generally, any connected cograph [6] is a join
graph. Cographs play important roles in algorithmic
graph theory, since they are precisely the graphs of
clique-width at most two [7, 18].

In Theorem 4.4, we assumed that a small connected
dominating set is given. Therefore, if it is not given,
then we should find a small connected dominating set.
A naive way is to enumerate all vertex subset of size
at most k in O(nk) time. For each subset, we can check
whether it is a connected dominating set in O(m) time.
Therefore, we have the following corollary.

Corollary 4.6. Given a graph with n vertices and m
edges, we can solve WGE1 and WGE1wD in O(nkm+
2kn2) time if the graph has a connected dominating
set of size at most k.

Note that since the problem of finding a connected
dominating set is W[2]-hard when parameterized by
the solution size (see e.g. [10]), it is impossible to
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improve upon the O(nk) time complexity for finding
a connected dominating set to O(ckpoly(n)) time for
any constant c unless W[2] = FPT.*1 Since every ver-
tex cover of a connected graph is its dominating set
an FTP algorithm for connected vertex covers im-
mediately yields an FPT time algorithm for WGE1
and WGE1wD parameterized by the size of the mini-
mum connected vertex cover. It is known that a con-
nected vertex cover of size k can be found, if any, in
O(6kn+ 4kn2 + n2 log n+mn) time [16]. However, we
use an O(mn)-time 2-approximation algorithm pre-
sented by Arkin, Halldórsson, and Hassin [1] to ob-
tain a better running time.

Corollary 4.7. Given a graph with n vertices and m
edges, we can solve WGE1 and WGE1wD in O(4kn2+

mn) time if the graph has a connected vertex cover of
size at most k.

Proof. We first find a connected vertex cover C
of size at most 2k by using the O(mn)-time 2-
approximation algorithm of Arkin et al. [1]. By The-
orem 4.4, we can solve WGE1 and WGE1wD in
O(4kn2) time since C is also a connected dominating
set of size at most 2k. The combined time complexity
is O(4kn2 + mn). �

In the rest of this section, we shall discuss the
two-dimensional case. We need the notion of k-trees
which is defined as follows:

• the complete graph of k vertices is a k-tree;
• if G is a k-tree, then the graph obtained from G

by adding a simplicial vertex of degree k is also
a k-tree.

It is easy to see that a k-tree is a chordal graph. With
these terminologies, we can have a two-dimensional
generalization of Theorem 4.4 as follows.

Theorem 4.8. Given an edge-weighted graph G with
n vertices and its 2-dominating set S of size k such
that G[S ] have a spanning 2-tree, WGE2wD can be
solved in O(2kn2) time.

Proof. By Theorem 4.2, it suffices to show that all
2-embeddings of G[S ] can be enumerated in O(2k)
time. Since the problem has the distinctness con-
straint, we can assume that each edge in G has posi-
tive weight. Let R be a spanning 2-tree of G[S ], and
let r1, . . . , rk be a perfect elimination ordering of R.
We shall construct a 2-embedding by embedding ver-
tices in the reverse ordering rk, rk−1, . . . , r1. We can
first embed rk and rk−1 uniquely. Then, when embed-

*1 If W[2] = FPT, then Exponential Time Hypothesis fails [9].

ding each ri, 1 ≤ i ≤ k − 2, ri has two neighbors that
are already embedded and have different positions.
Thus, we have only two possibilities for each ri. This
implies that the number of possible 2-embeddings (up
to motion) of S is O(2k). The enumeration of the can-
didates can be easily done in O(2k) time. Thus the
theorem holds. �

An example of graphs that have small 2-dominating
sets with 2-tree spanning trees is a graph G with
a spanning complete tripartite graph Kn1,n2,n3 . Let
v1, v2, v3 ∈ V(G) be vertices that have different colors
in a proper coloring of its spanning complete tripar-
tite graph. Then, it is not difficult to see that the set
S = {v1, v2, v3} is a 2-dominating set of G, and the
triangle G[S ] itself is a spanning 2-tree of G[S ]. It
is easy to see that such a set S can be found in O(n4)
time by naively examine all

(
n
3

)
vertex triples in O(n)

time. Therefore, we have the following corollary.

Corollary 4.9. Let G be an edge-weighted n-vertex
graph with a spanning complete tripartite graph.
Then WGE2wD can be solved in O(n4) time.

5 Concluding remarks
We have shown that WGEd can be solved in poly-

nomial time for chordal graphs (d ≥ 1) and for cy-
cles (d ≥ 2). We have also studied the problems on
graphs with small connected dominating set, and have
shown that for such graphs WGE1 and WGE1wD
can be solved in polynomial time and WGE2wD can
be solved in polynomial time if we add a condition.
Our results on graphs with small connected dominat-
ing set may be considered as that if a sensor network
has a small core, then the localization problem can be
solved efficiently.

Feder and Motwani [11] studied a variant of
WGE1, denoted by GTwD, in which two distinct
points cannot have the same position. This variant
is very natural, and should be investigated more ex-
tensively. There is an interesting problem on GTwD.
Problem 5.1. Can GTwD be solved in polynomial
time for trees?

We think it might be NP-hard. It is not difficult
to see that any tree can be embedded in the line (if
we do not care about distinctness) by putting the roof
r of a tree at the origin and putting the other points
v at the point `, where ` is the sum of the weights
of edges in a unique r–v path in the tree. Also, by
slightly modifying this embedding, we can derive an
2-embedding of the tree in which any two distinct ver-
tices have different positions. Note that embedding
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trees in Z2 with distinctness is NP-hard even if every
edge has the same weight [3].
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