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Abstract—Nurmuhammad et al. proposed two Sinc-
Nyström methods for initial value problems. The dif-
ference between the two methods lies in the variable
transformations employed in them. One method uses a
single-exponential (SE) transformation and the other uses
a double-exponential (DE) transformation. This paper pro-
poses new methods by replacing these transformations to
achieve a high convergence rate for the method with the SE
transformation, and to enable the inverse function of the DE
transformation to be written with elementary functions.

1. Introduction

The focus of this study is on the numerical methods used
for initial value problems of the following form:y′(t) = K(t)y(t) + g(t),

y(0) = r,
(1)

where K(t) is an m × m matrix whose (i, j) component is
ki j(t), and y(t), g(t), and r are m-dimensional vectors. In
this paper, the solution y(t) is supposed to decay exponen-
tially as t → ∞. For such a case, Nurmuhammad et al. [1]
proposed two types of Sinc-Nyström methods, which were
developed based on the Sinc indefinite integration and a
variable transformation. A single-exponential (SE) trans-
formation is employed in one method, and we call this
method the SE-Sinc-Nyström method. The other method
employs a double-exponential (DE) transformation, and we
call it the DE-Sinc-Nyström method. They reported that
these methods can attain exponential convergence even for
stiff problems.

This study improves their methods by replacing the
variable transformations (a) to achieve a higher conver-
gence rate for the SE-Sinc-Nyström method and (b) to
permit the inverse function of the DE transformation to
be written with elementary functions for the DE-Sinc-
Nyström method.

The remainder of this paper is organized as follows:
the Sinc indefinite integration combined with a variable
transformation is described in Section 2, the Sinc-Nyström
methods developed by Nurmuhammad et al. are described
in Section 3, the improved Sinc-Nyström methods by this
study are presented in Section 4, numerical examples are
shown in Section 5, and conclusions are given in Section 6.

2. Sinc Indefinite Integration and Variable Transfor-
mations

The Sinc indefinite integration over the whole real axis
is expressed as∫ ξ

−∞

F(x) dx ≈
N∑

j=−M

F( jh)J( j, h)(ξ), ξ ∈ R, (2)

where J( j, h)(x) is defined by using the sine integral Si(x) =∫ x
0 {(sin t)/t} dt as

J( j, h)(x) = h
{

1
2

+
1
π

Si
(
π(x − jh)

h

)}
.

In what follows, we consider the application of the Sinc
indefinite integration to

I(t) :=
∫ t

0
f (s) ds, t ∈ (0,∞).

For this purpose, we should employ a proper variable trans-
formation to transform I(t) to the left-hand side in (2).

2.1. SE Transformations

Stenger [2] considered an SE transformation

t = ψN(x) = arcsinh(ex),

and derived the following formula:

I(t) =

∫ ψ−1
N (t)

−∞

f (ψN(x))ψ′N(x) dx

≈

N∑
j=−M

f (ψN( jh))ψ′N( jh)J( j, h)(ψ−1
N (t)). (3)

Instead of ψN(x), Muhammad–Mori [3] considered an-
other SE transformation

t = ψH(x) = log(1 + ex),

and derived the following formula:

I(t) =

∫ ψ−1
H (t)

−∞

f (ψH(x))ψ′H(x) dx

≈

N∑
j=−M

f (ψH( jh))ψ′H( jh)J( j, h)(ψ−1
H (t)). (4)
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Error analyses for the formulas (3) and (4) have already
been given as follows. Here, let Dd denote a strip complex
domain defined as Dd = {ζ ∈ C : | Im ζ | < d} for d > 0.

Theorem 1 (Okayama [4, Theorem 3.2]) Assume that f
is analytic in ψN(Dd) with 0 < d < π/2 and that there exist
positive constants K, α, and β such that

| f (z)| ≤ K
∣∣∣∣∣ z
1 + z

∣∣∣∣∣α−1
| e−z |β (5)

holds for all z ∈ ψN(Dd). Let µ = min{α, β}, let M and N
be defined asM = n, N = dαn/βe (if µ = α),

N = n, M = dβn/αe (if µ = β),
(6)

and let h be defined as

h =

√
πd
µn
. (7)

Then, there exists a positive constant C independent of n
such that

sup
t∈(0,∞)

∣∣∣∣∣∣∣∣I(t) −
N∑

j=−M

f (ψN( jh))ψ′N( jh)J( j, h)(ψ−1
N (t))

∣∣∣∣∣∣∣∣
≤ C e−

√
πdµn . (8)

Theorem 2 (Hara–Okayama [5, Theorem 2]) Assume
that f is analytic in ψH(Dd) with 0 < d < π and that there
exist positive constants K, β, and α with 0 < α ≤ 1 such
that (5) holds for all z ∈ ψH(Dd). Let µ = min{α, β}, let M
and N be defined as in (6), and let h be defined as in (7).
Then, there exists a positive constant C independent of n
such that

sup
t∈(0,∞)

∣∣∣∣∣∣∣∣I(t) −
N∑

j=−M

f (ψH( jh))ψ′H( jh)J( j, h)(ψ−1
H (t))

∣∣∣∣∣∣∣∣
≤ C e−

√
πdµn . (9)

In view of (8) and (9), the convergence rates of the two
methods seem to be the same: O(e−

√
πdµn). However, the

rate in Theorem 2 may be higher than that in Theorem 1 in
reality. This occurs because the value of d in Theorem 2
may be taken larger than that in Theorem 1.

2.2. DE Transformations

Instead of the SE transformations, Takahasi–Mori [6]
proposed an improved variable transformation, the so-
called DE transformation,

t = φN(x) = exp(x − e−x).

Although they did not consider the indefinite integral I(t)
(but the definite integral I(∞)), we can derive the following
formula using the transformation as

I(t) =

∫ φ−1
N (t)

−∞

f (φN(x))φ′N(x) dx

≈

N∑
j=−M

f (φN( jh))φ′N( jh)J( j, h)(φ−1
N (t)).

However, we cannot express its inverse function φ−1
N (t)

with elementary functions, and any error analysis for the
formula has not been given. To remedy these issues,
Okayama [4] proposed another DE transformation

t = φH(x) = log(1 + eπ sinh(x)),

and derived the following formula:

I(t) =

∫ φ−1
H (t)

−∞

f (φH(x))φ′H(x) dx

≈

N∑
j=−M

f (φH( jh))φ′H( jh)J( j, h)(φ−1
H (t)),

and performed its error analysis as below.

Theorem 3 (Okayama [4, Theorem 3.5]) Assume that f
is analytic in φH(Dd) with 0 < d < π/2 and that there exist
positive constants K, β, and α with 0 < α ≤ 1 such that (5)
holds for all z ∈ φH(Dd). Let µ = min{α, β}, let M and N
be defined asM = n, N = n − b(1/h) · log(β/α)c (if µ = α),

N = n, M = n − b(1/h) · log(α/β)c (if µ = β),
(10)

and let h be defined as

h =
log(2dn/µ)

n
.

Then, there exists a positive constant C independent of n
such that

sup
t∈(0,∞)

∣∣∣∣∣∣∣∣I(t) −
N∑

j=−M

f (φH( jh))φ′H( jh)J( j, h)(φ−1
H (t))

∣∣∣∣∣∣∣∣
≤ C

log(2dn/µ)
n

e−πdn/ log(2dn/µ) . (11)

The convergence rate of (11) is much higher than that
of (8) or (9).

3. Sinc-Nyström Methods by Nurmuhammad et al. [1]

3.1. SE-Sinc-Nyström Method

Integrating both sides of (1), we derive the following:

y(t) = r +

∫ t

0
{K(s)y(s) + g(s)} ds. (12)
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Let l = M + N + 1 and let y(l)(t) be an approximate solu-
tion of y(t). Approximating the integral in (12) based on
Theorem 1, we derive

y(l)(t) = r +

N∑
j=−M

{
K(ψN( jh))y(l)(ψN( jh))

+ g(ψN( jh))
}
ψ′N( jh)J( j, h)(ψ−1

N (t)). (13)

To determine the unknown coefficients y(l)(ψN( jh)), we set
sampling points at t = ψN(ih) (i = −M,−M + 1, . . . ,N).
Then, we obtain a system of linear equations given by

(Im ⊗ Il − Im ⊗ {hI(−1)
l D(ψN)

l }[K(ψN)
i j ])Y(ψN)

= R + Im ⊗ {hI(−1)
l D(ψN)

l }G(ψN), (14)

where Il and Im are identity matrices, ⊗ denotes the Kro-
necker product, and I(−1)

l is an l× l matrix whose (i, j) com-
ponents are defined as

(I(−1)
l )i j =

1
2

+
1
π

Si (π(i − j)) ,

(i, j = −M, −M + 1, . . . , N).

Moreover, D(ψN)
l and K(ψN)

i j are l × l diagonal matrices de-
fined as

D(ψN)
l = diag[ψ′N(−Mh), . . . , ψ′N(Nh)],

K(ψN)
i j = diag[ki j(ψN(−Mh)), . . . , ki j(ψN(Nh))],

and [K(ψN)
i j ] is a block matrix whose (i, j) component is

K(ψN)
i j (i, j = 1, . . . ,m). Furthermore, R, Y(ψN), and G(ψN)

are lm-dimensional vectors defined as follows:

R = [r1, . . . , r1, r2, . . . , r2, . . . , rm, . . . , rm]T,

Y(ψN) = [y(l)
1 (ψN(−Mh)), . . . , y(l)

1 (ψN(Nh)),

. . . , y(l)
m (ψN(−Mh)), . . . , y(l)

m (ψN(Nh))]T,

G(ψN) = [g1(ψN(−Mh)), . . . , g1(ψN(Nh)),

. . . , gm(ψN(−Mh)), . . . , gm(ψN(Nh))]T.

By solving (14), we can get the value of y(l)(ψN( jh)), from
which y(l)(t) is determined through (13). This procedure is
the SE-Sinc-Nyström method proposed by Nurmuhammad
et al.

3.2. DE-Sinc-Nyström Method

To accelerate the convergence rate, Nurmuhammad et
al. [1] considered the replacement of ψN in the SE-Sinc-
Nyström method by φN. Using this replacement in (13),
we derive

y(l)(t) = r +

N∑
j=−M

{
K(φN( jh))y(l)(φN( jh))

+ g(φN( jh))
}
φ′N( jh)J( j, h)(φ−1

N (t)). (15)

Herein, we suppose that they [1] set M and N according
to (10), and set h as h = log(πdn/µ)/n. Setting sampling
points at t = φN(ih) (i = −M,−M + 1, . . . ,N), we obtain

(Im ⊗ Il − Im ⊗ {hI(−1)
l D(φN)

l }[K(φN)
i j ])Y(φN)

= R + Im ⊗ {hI(−1)
l D(φN)

l }G(φN), (16)

for which φN is used instead of ψN. By solving (16), we
can get the value of y(l)(φN( jh)), from which y(l)(t) is de-
termined through (15). This procedure is the DE-Sinc-
Nyström method proposed by Nurmuhammad et al.

4. Improved Sinc-Nyström Methods

4.1. SE-Sinc-Nyström Method

We consider an approximation of (12) based on Theo-
rem 2. For this purpose, by replacing ψN with ψH in (13),
we derive

y(l)(t) = r +

N∑
j=−M

{
K(ψH( jh))y(l)(ψH( jh))

+ g(ψH( jh))
}
ψ′H( jh)J( j, h)(ψ−1

H (t)). (17)

Moreover, by replacing ψN with ψH in (14), we obtain

(Im ⊗ Il − Im ⊗ {hI(−1)
l D(ψH)

l }[K(ψH)
i j ])Y(ψH)

= R + Im ⊗ {hI(−1)
l D(ψH)

l }G(ψH). (18)

By solving (18), we can get the value of y(l)(ψH( jh)), from
which y(l)(t) is determined through (17). This procedure is
the SE-Sinc-Nyström method proposed by this study.

4.2. DE-Sinc-Nyström Method

We consider an approximation of (12) based on Theo-
rem 3. For this purpose, by replacing φN with φH in (15),
we derive

y(l)(t) = r +

N∑
j=−M

{
K(φH( jh))y(l)(φH( jh))

+ g(φH( jh))
}
φ′H( jh)J( j, h)(φ−1

H (t)). (19)

Moreover, by replacing φN with φH in (16), we obtain

(Im ⊗ Il − Im ⊗ {hI(−1)
l D(φH)

l }[K(φH)
i j ])Y(φH)

= R + Im ⊗ {hI(−1)
l D(φH)

l }G(φH). (20)

By solving (20), we can get the value of y(l)(φH( jh)), from
which y(l)(t) is determined through (19). This procedure is
the DE-Sinc-Nyström method proposed by this study.

5. Numerical Examples

In this section, we present numerical results for the fol-
lowing initial value problems (implemented in MATLAB
R2016a on Windows 8 with Intel Xeon 2.50 GHz, 128GB
memory).
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Example 1 Consider the following initial value problem:(
y′

z′

)
=

(
−2 e−t

0 −1

) (
y
z

)
,

(
y(0)
z(0)

)
=

(
0
1

)
. (21)

whose solution is y(t) = t e−2t, z(t) = e−t.
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Figure 1: Errors of two SE-Sinc-Nyström methods and two
DE-Sinc-Nyström methods for the problem (21).

Example 2 Consider the following initial value problem:(
y′

z′

)
=

(
0 1
−5 −4

) (
y
z

)
,

(
y(0)
z(0)

)
=

(
1
−1

)
, (22)

whose solution is y(t) = e−2t(cos t + sin t), z(t) = y′(t).
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Figure 2: Errors of two SE-Sinc-Nyström methods and two
DE-Sinc-Nyström methods for the problem (22).

For Example 1, we set (α, β, d) = (1, 1, 1.5) in the
method using ψN, (α, β, d) = (1, 1, 3) in the method us-
ing ψH, and (α, β, d) = (1, 1, 1.5) in the method using φN
or φH. For Example 2, we set (α, β, d) = (1, 2, 1.5) in the
method using ψN, (α, β, d) = (1, 2, 3) in the method us-
ing ψH, and (α, β, d) = (1, 2, 1.5) in the method using φN
or φH. The results for these problems are shown in Fig-
ures 1 and 2. The errors were investigated on the 101 points
t = 2i (i = −50, −49, . . . , 49, 50), and the maximum error
among these points was plotted. From the graphs, we see
that the SE-Sinc-Nyström method by this study can con-
verge faster than that by Nurmuhammad et al., and that

the DE-Sinc-Nyström method by this study can achieve
a similar convergence rate to that by them. Note that the
method using φN is time-consuming because φ−1

N cannot be
written with elementary functions. In fact, for both exam-
ples, the method using φN required about 1.1-1.2 times the
CPU computational time compared with that required by
the method using φH at l ' 100.

6. Conclusions

To solve initial value problems, Nurmuhammad et al. [1]
proposed the SE-Sinc-Nyström method and the DE-Sinc-
Nyström method. The SE transformation t = ψN(x) is used
in the former method and the DE transformation t = φN(x)
is used in the latter one. This study improved these methods
by replacing ψN with ψH and φN with φH. With this replace-
ment, the SE-Sinc-Nyström method can achieve a higher
convergence rate, and the DE-Sinc-Nyström method be-
comes less time-consuming without compromising on the
performance, which are observed by numerical examples.

Designing a better variable transformation will be one
of our future pursuits. Another future pursuit would be to
provide error analysis for the presented methods.
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