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1. Introduction 
 

A variety of studies on pattern recognition have 

been done [1]-[3]. In this field, the researches of the 

face image recognition also have been done from the 

viewpoint of security system, database retrieval and so 

on. However, a computational model of face image 

recognition is difficult. Therefore, the practical system 

has been hardly reported. 

The conventional pattern recognition has been 

done based on the extraction techniques of many fea-

tures and relations among the positions each other. The 

face image recognition also uses feature-based tech-

niques. These techniques consist of shapes and rela-

tions among the positions of eyes, mouth and so on. 

However, in face image recognition, it is difficult to 

extract many features exactly because of unclear bor-

der of eyes, mouth and so on. 

Therefore, the face image recognition by using 

multi-layer neural networks (MNN)[4], which have 
been frequently used as a powerful tool for pattern 

classification, has been done. In the previous re-

searches, face image recognition, which is used on the 

gray levels on each pixel of the whole face image, has 

high recognition accuracy without feature extraction 

[5]-[7]. However, in these methods, a lot of data which 

are not neccessarily useful for recognition are inputted. 

Therefore, MNN needs a large number of neurons and 

training is difficult. If it is possible to recognize by 

using a part of data in the face image, training would 

become easier. In this research, we make use of or-

thogonal transform by which the conventional image 

processing has been done, where the 2-dimentional 

discrete Walsh transform (2D-DWT) is used in order to 

transform the face image into frequency characteristics 

and reduce the data to be inputted. The 2D-DWT eas-

ily transforms the image into frequency characteristics 

because the calculation of 2D-DWT does not require 

multiplications. We try to recognize the face image by 

using MNN, where a part of data, which is the 

2D-DWT of the face image, is given as the input to the 

input layer. 

   The organization of the rest of the paper is as fol-

lows. In Section 2 we describe the 2D-DWT. The face 

image recognition is described in Section 3. In Section 

4, we present the validity of our face image recognition 

from the simulation results. Section 5 contains the 

summary of the paper. 

 

 

2. 2-dimentional discrete Walsh transform 
 

The discrete Walsh transform (DWT) is one of the 

most important techniques as well as the discrete Fou-

rier transform in the field of signal processing [8]-[9]. 

The DWT works well for digital signals due to the 

fundamental function called the Walsh function. The 

Walsh function has only ±1, and is the system of or-

thogonal functions. In general, the Walsh function can 

be generated by the Kronecker's product of the Ha-

damard matrix H’s. 

First, the 2-by-2 Hadamard matrix H2 is defined 

by 
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where the symbols + and - mean +1 and -1, respec-

tively. Furthermore, calculating the Kroneker's product 

between two H2's, the 4-by-4 Hadamard matrix H4 is 
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easily given as follows: 
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where the symbol ⊗ indicates the Kroneker's product. 

Similarly, 2k-by-2k Hadamard matrix is obtained by 

2221k22k2
HHHHHH ⊗⋅⋅⋅⊗⊗=⊗= −

. (3) 

Frequency characteristics can be given by the 

Hadamard matrix. Along each row of the Hadamard 

matrix the frequency is expressed by the number of 

changes in sign. The number of changes is called “se-

quency”. The sequency has the characteristics similar 

to the frequency. 

The Walsh function can be expressed as each row 

of H  ( nnR ×∈ ). Therefore, DWT is known as a kind 
of the Hadamard transform, where H has some useful 

following characteristics. 

i)  THH = ,  (H  is symmetric.) 
ii) IHHHH nTT == .  (H  is orthogonal.) 

Thus, the DWT and the inverse DWT are defined 

as follows: 

DWT:   HBV
n
1

= ,         (4) 

IDWT:  HVB = ,          (5) 

where n is the number of sampled points, B is the 
sampled data vector, V is the DWT of B, and H is Ha-
damard matrix, i.e. Hadamard-ordered Walsh func-
tions. 

The 2D-DWT does the DWT toward the image of 

m-by-n pixels. The 2D-DWT and the 2D-IDWT are 

defined as follows: 

2D-DWT:   nn,mm, fHHF
n
1

= ,      (6) 

2D-IDWT:  nn,mm, FHHf
n
1

= ,      (7) 

where nmR ×∈f  is the sample data matrix and  
nm×∈ RF  is the 2D-DWT of f. In case of orthogonal 

transform of the image, the 2D-DWT is more efficient 

than the DWT. However, to use 2D-DWT, the row and 

column numbers of sample data matrix must be 2n (n is 

a natural number) respectively, because Hadamard 

matrix can be generated by the Kronecker's product of 

Hadamard matrix H2. 

 

 

3. Face image recognition by multi-layer neural 
network 
 

A. Extraction of input data from face image 
 

Consider the face image given by the digital pic-

ture, which has 256 gray levels as shown in Fig.1(a). 

At first, histogram modification is done as the gray 

scale transformation in order to decrease the exposure 

effect and emphasize contrast as shown in Fig.1(b). 

Next, the image, for which histogram modification was 

done, is divided into many subareas, in order to de-

crease the disagreement of position between the face 

images and in order to reduce the calculation cost to-

ward 2D-DWT. Furthermore, a certain gray level is 

determined by taking an average for all the pixels in 

each subarea as shown in Fig.1(c). This is defined as 

mosaic processing. In mosaic processing, the numbers 

of subareas affect recognition accuracy. By this proce-

dure, 32-by-32 subareas are obtained in mosaic image, 

namely 1024 subareas. The gray level in each subarea 

is normalized in the range of [0,1]. Furthermore the 

mosaic image is divided into 16 groups, where one 

group is 88×  subareas, and the 2D-DWT is done on 

each group. By doing 2D-DWT on each group, the 

calculation cost is reduced. As a result, only the energy 

with low frequencies can be extracted, and we can ap-

ply as the input data to MNN. Mosaic processing is 

almost equivalent to removal of high frequency ele-

ments. In general, the image has the characteristics that 

energy of low frequencies is big and the one of high 

frequencies is small. The energy of low frequencies 

has the rough characteristics. Based on these facts, we 

extract some energies that correspond to low frequen-

cies in each group and input them to MNN. However, 



DC component is ignored. As a result, the number of 

neurons at the input layer can be reduced. In our simu-

lation, the number of extraction data is changed for the 

number of the faces to be recognized. We investigate 

the suitable numbers of extraction data which corre-

spond to the numbers of neurons and try to recognize 

several decades of face images. 

 

B. Leaning and recognition 

 

In this research, 3-layer neural network [11], 

which is constructed by the input, hidden and output 

layers, is used. And we use the moment method that is 

one of the back propagation learning methods. The 

back propagation method is the most frequently used 

as the training procedure for MNN. In this network, 

the number of neurons at the input layer is same as the 

number of the extraction data, the number of neurons 

at the hidden layer is changed on observation, and the 

number of neurons at the output layer is n, where n is 

the number of faces to be recognized. The target signal 

that is fed to the neurons at the output layer is decided 

corresponding to the input image. For target signal, a 

face image to be recognized corresponds to a neuron at 

the output layer. In the learning process, the value 0.95 

is given for the neuron at the output layer that corre-

sponds to the input face image and the value 0.05 is 

done for other neurons. The initial synaptic weights are 

random values ranging from -0.1 to 0.1 and are deter-

mined through the above training. Using MNN, which 

completed training, the face image recognition is done. 

Discrimination of the input image is done by the high-

est output value in output layer. When an unclear im-

age is inputted, the difference between the highest 

value and the second value is small and both of them 

are not near to 1.0. In this case, the discrimination 

based on only the highest value in output layer causes 

a mistake. Therefore we judge that the recognition is 

impossible for the input image, which is satisfied with 

the following condition.  

6.0
1max

)2max1(max
<

−
,       (8) 

where max1 and max2 are the highest and the second 

values in output layer respectively. 

 

C. A strategy for recognition of the unlearned face 

images 
 

The method mentioned above enables to recog-

nize learned face images. On the other hand, from the 

viewpoint of pattern recognition, unlearned face im-

ages have to be distinguished from the learned face 

images. Then, one neuron is added to the output layer. 

Henceforth, in this paper, this neuron is called 

"unlearned neuron". This neuron is used for recogni-

tion of the unlearned face images. Indeed many face 

images except for the learned images are learned as 

samples of unlearned face images and the synaptic 

weights of this neuron are determined. As a result, an 

unlearned image can be detected by fire of the 

unlearned neuron. 

 

 

4. Simulation results 
 

Two kinds of face images per person have been 

prepared for simulations. One kind of face image is 

used for learning the MNN. Another one is used for 

the test data. We have examined two types of recogni-

(a) (b) 

(c) 

Fig.1 (a) the original image. (b) the image after 

histogram modification. (c) the mosaic image. 



tion.  

The first attempt is as follows. At first, we extract 

the energy with the lowest frequency from every group 

for which 2D-DWT was done. In other words, 16 data 

extracted from every group are inputted to MNN. By 

using the network configuration of 16-35-32, we could 

recognize correctly 32 face images. Next, we extract 

the energies with the lowest and second frequencies 

from every group for which 2D-DWT was done. 

Namely using 32 data, 46 face images could be recog-

nized correctly by the network configuration of 

32-35-46. 

The second one is as follows. 30 face images 

were used for learning and other 10 face images were 

used for learning of unlearned neuron. We tried to 

recognize 60 test data. We extract the energies with the 

lowest and second frequencies from ever group for 

which 2D-DWT was done. When the network con-

figuration was 32-35-31, we could recognize correctly 

60 face images. 

As long as we know, we have never had any re-

ports, which have shown the complete recognition for 

many face images by a small number of neurons. We 

have verified that our method enables to recognize 

precisely many face images even by a small scale of 

MNN. 

 

 
5. Conclusions 
 

In this paper, face image recognition using 3-layer 

neural network and the 2D-DWT has been described. 

The face image recognition by MNN is much simpler 

compared with the method by using the extraction 

techniques. First, we explained the 2D-DWT. Next, 

preprocessing for the given image, network structure 

and the learning method have been shown. Finally, we 

have tried to test the face image recognition by using a 

part of frequency characteristic data, which is obtained 

by the 2D-DWT of face image. It has been shown that, 

our method can recognize correctly 46 face images. In 

addition, the scale of MNN is smaller than the scales in 

the conventional methods. Therefore, we have con-
firmed that the present face image recognition 
is valid. 
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