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1. Introduction
The current state-of-the-art models in image recognition make principal use of deep Convolutional Neural Networks (CNNs). While these networks are powerful feature extractors, these features are often not very efficient. Pooling layers in CNNs offer some translational invariance but, for example, the same lower-level feature are sometimes repeated several times along different orientations [1]. It would thus be desirable to explore more robust features that are invariant to spatial transformations in general.

2. Purpose
This study is directly inspired by transforming autoencoders [2]. Instead of learning scalar “neurons”, the objective is to learn “capsules” which not only detect the presence of a feature but also, for example, its position, orientation, or scale. The issue considered in this work is how to learn the first layer of capsules from the pixel intensities of input images. While a slight variation on classical autoencoders was suggested in [2], the team in [3] built a decoder with the specific purpose of learning such capsules from the code produced by the encoder. The aim of this work is to verify the effects of the approach in [3].

![Figure 1. Autoencoder with deformable templates.](image)

3. Model
The main issue related to capsules is to ensure that the autoencoder learns a few salient features, each of which consists of a certain amount of parameters, instead of many simpler features. The model is expected to enforce this feature extraction through the structure of the decoder. The encoder, a standard feedforward neural network, learns a set of templates of canonical representations of features (e.g. straight lines, curves) and parameters describing them in the input image. The decoder transforms each template using the corresponding parameters [4] and sums them all together to form the final output. Figure 1 shows a graphical representation.

4. Experiments and results
In our experiments, the encoder consisted of a feedforward neural network with 3 layers of size 500. The encoder outputs 10 capsules with 5 parameters each (1 for intensity, 2 for position, 1 for orientation, and 1 for scale), with size 15×15 corresponding templates. The loss to minimize was the sum of the squared errors between input images and their reconstructions, averaged over the size of the batch.

Two types of experiments were conducted on MNIST digits. In the first, the model was trained to overfit on a small sample of 100 images. The second was conducted on the full 60,000 MNIST images. In both experiments, reconstructions improved throughout learning, with the first reaching zero training error. The templates, however, did not change from their initial state of Gaussian noise.

5. Conclusion
The model seems to be learning parameters so that the sum of transformed templates gives decent reconstructions, but does not learn the templates themselves. Investigations into such hyper-parameters as gradient norm and locally adaptive learning rates have not solved this unexpected result. Work into examining the precise behavior of the transformer block in the decoder is ongoing.
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